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Pre face  

Scientific progress in astronomy is heavily dependent upon increased scientific collabora- 
tion, a stronger mobility of scientists and an adequate use of large research facilities, available 
within Europe through multinational or bilateral cooperation. 

These objectives led to the foundation in 1986 of the European Astrophysics Doctoral 
Network, which today federates 11 Departments of Astronomy in European Universities, all 
these Departments having a graduate program in Astrophysics. 

The Network decided to organize each year a Summer School at a predoctoral level, 
gathering European PhD students at the beginning of their research period, placing them 
in interaction with the international community of scientists and among themselves, offering 
them a broad exposure to major fields of astronomy at an early stage of their own research 
in order to deepen their scientific education and enable them to gain maximum advantage 
from the possibilities offered by international and European collaboration, especially from 
the large observing capabilities provided by space- and ground-based European telescopes. 

In 1988, this objective converged with the intention of the F6d6ration Francaise des 
Magist~res de Physique of organizing each year, in the famous Les Houches School of Physics, 
a new set-up: Ecoles Pr6-doctorales de Physique, aimed at PhD students in various fields 
of Physics, and somehow returning to the early "Les Houches" style. The merging of this 
objective with those of the Network led to a joint organization of the 1988 School, held in 
Les ttouches. 

The 1988 school dealt with two parallel topics : "The Origin, Structure and Evolution 
of Galaxies" and "Astronomical Observations: Methods and Tools". 

These subjects, particularly active in Europe, were chosen to cover areas where consid- 
erable theoretical progress and fundamental discoveries are expected in the coming years, 
given the new observational tools Europe will have at its disposal: the Space Telescope, the 
Infrared Space Observatory, the Very Large Telescope, the IRAM radio-interferometer, the 
Hipparcos satellite, the southern millimetric telescope (SEST), the James Clerk Maxwell mil- 
l]metric telescope in Hawaii, and many other instruments built either in bilateral cooperation 
or within the European Southern Observatory (ESO) or the European Space Agency (ESA). 

This volume contains all lectures presented at 'the Astrophysics School I, with the excep- 
tion of the course on "Instrumentation of Large Telescopes" by Sandro D'Odorico. Although 
an important part of the school programme, this lecture had to be omitted, as Professor 
D'Odorico's responsibilities in connection with initiating the ESO-VLT instrumentation pro- 
gramme unfortunately made it impossible for him to prepare a manuscript at the present 
time. 

It became clear during the School that graduate studies in Europe are arranged with great 
diversity: some countries have, or can afford to have, many graduate courses, while others 
have none or, in some cases, lack the minimum geographic concentration of students needed 
for their organization. The opportunity of having specially prepared courses, understandable 
by students fulfilling the minimum requirement of a solid education in Physics, was therefore 
greatly appreciated. A careful planning of topics and their order made sure that these lectures 
were accessible to research students exposed to one year or less of research in Astrophysics. 

We take here the opportunity to express our gratitude to Jean Heyvaerts, (the Network 
coordinator), the Conseil d'Administration de l'Ecole des Houches, the European bodies 
in Brussels (Erasmus Program) and Strasbourg (the European Council), the Fritz Thyssen 
Stiffung, the Ministries of Foreign Affairs (MAE) and of Research and Technology (MRT) of 



IV 

France, the UK Science and Engineering Research Council, the Academic Suisse des Sciences 
Naturelles, the NWO of the Netherlands, mad the JNICT of Portugal, which all supported 
this new venture both financially mad morally. 

The most important prerequisite for the success of the school was clearly the great en- 
thusiasm of the 57 students (representing 15 different countries) who interacted continuously 
among themselves and with the lecturers. The spirit, as well as the languages, in the School 
were truly European, with, unfortunately, as yet no participants from Eastern Europe. 

This publication was made possible thanks to the interest of Springer-Verlag, through 
Prof. W. Beiglb6ck. 

Agn~s Fare, Annie Glomot mad Nicole Leblanc devoted a great deal of energy mad smiling 
enthusiasm to the success of the School mad the production of this volume. 



C o n t e n t s  

Part  I The Origin, Structure,  and Evolution of Galaxies 

Galaxy Formation 
By Malcolm S. Longair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 

Stellar Dynamics 
By James Binney . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95 

Stellar Populations in Galaxies: Structure and Evolution 
By James Lequeux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  147 

The Interstellar  Medium 
By Harm J. Habing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  181 

Part II Astronomical  Observations: Methods  and Tools 

Images in Astronomy: An Overview 
By Pierre L6na . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  243 

Interferometric Imaging in Optical Astronomy 
By Gerd Weigelt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  283 

Detectors and Receivers 
By Immo Appenzeller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  299 

Radio Astronomy Techniques 
By Dennis Downes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  351 

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  385 





PARTICIPANTS: 

Appl, Stephan 
Bernard, J.Philippe 
Blommaert, Joris 
Breitfellner, Michel 
Campos Aguilar, Ana 
Charlot, St~phane 
Cuddeford, Philip 
Davies, Jeremy R. 
Deleuil, Magali 
Dietrich, Matthias 
Donati, J.-Francois 
Dougados, Catherine 
Dubath, Pierre 
Dutrey, Anne 
Eckert, Josef 
Fruscione, AntoneUa 
Gallais, Pascal 
Gama, Filomena 
Garcia Burillo, Santiago 
Garcia Gomez, Carlos 
Gourgoulhon, Eric 
Hunt, Leslie 
Jablonka, Pascale 
Jenniskens, Peter 
Jorgensen, Luger 
Kamphuis, Jurgen Jan 
Kerschbaum, Franz 
Leeuwin, Francine 
Lehoucq, Roland 
Lima, Joao Jose 
Liu, Ronghui 
Loup, C~cile 
Madejsky, Rainer 
Maisack, Michael 
Mannucci, Filoppo 
Martinez, Vicent 
Mauder, Wolfgang 
Moore, Benjamin 
Morin, St~phane 
Pastor Server, Josefa 
PeUo Descayre, Roser 
Peymirat, Christophe 
Pisani, Armando 
Remy, Sophie 
Rist, Claire 
Salez, Morvan 
Sauvage, Marc 
Schertl, Dieter 
Stark, Ronald 

Landessternwarte Heidelberg, FRG 
LPSP Verrieres, France 
Sterrewacht Leiden, NL 
Lust. fiir Astronomie Wien, A 
LAC Tenerife, Spain 
STSI Baltimore, USA 
SISSA Trieste, Italy 
University Coll. Cardiff, UK 
LAS Marseille, France 
Univ. Gbttingen, FRG 
Observ. Paris-Meudon, France 
Observ. Paris-Meudon, France 
Observatoire de Gen~ve, CH 
Observatoire Toulouse, France 
Physik. Inst. Erlangen, FRG 
LAP Paris, France 
Observ. Paris-Meudon, France 
Engineering Faculty Porto, Portugal 
IKAM Grenoble, France 
IAC Tenerife, Spain 
Univ. Paris 7 Meudon, France 
CNR Firenze, Italy 
Univ. Paris 7 Meudon, France 
Leiden University, NL 
Copenhagen Univ. Obsv., DK 
Kapteyn Lab. Groningen, NL 
Lust. fiir Astronomie, A 
Univ. Paris 7 Meudon, France 
LAP Paris, France 
Fac. Ciencas Porto, Portugal 
Cavendish Lab. Cambridge, UK 
CERMO Grenoble, France 
Landessternwarte Heidelberg, FRG 
Astron. Institut T/ibingen, FRG 
Lustituto Astronomia Firenze, Italy 
Univ. Valencia, Spain 
Physik. Institut Erlangen, FRG 
Durham University, UK 
Observatoire Marseille, France 
Univ. Barcelona, Spain 
Univ. Barcelona, Spain 
CRPE St-Maur, France. 
SISSA Trieste, Italy 
CEN Saclay, France 
IRAM Grenoble, France 
ENS Paris, France 
Univ. Paris 7 Meudon, France 
Physik. Institut Erlangen, FRG 
Sterrewacht Leiden, NL 



× 

Udry, St6phane 
Valls- Gabaud, David 
Van den Broek, Albertus 
Vozikis, Christos 
Wozniak, Herr6 
Xiluri, Kiriaki 
Yepes Alonso, Gustavo 
Zwitter, Tomaz 

Observatoire de Gen~ve 
IAP Paris, France 
University Amsterdam, NL 
University Thessaloniki, Greece 
Observatoire Marseille, France 
Univ. Crete Iraklion, Greece 
University Madrid, Spain 
SISSA Trieste, Italy 



Galaxy Formation 

Malcolm S. Longair 
Royal Observatory, Blackford Hill, Edinburgh EH9 3I-IJ 





1 I n t r o d u c t i o n  

In this introductory course on galaxy formation, the emphasis is upon the basic physical 
processes needed to understand the vast literature which has grown up in recent years on 
this key topic of modern astrophysical cosmology. My intention is to provide you with 
a set of tools which you can then use to develop your own models of the ways in which 
galaxies may have come about. I will try to elucidate some of the trickier bits of the 
story but all the way through I will emphasise the simplicity of the ideas rather than 
their complexity. 

The plan of the lecture course and the contents of the following chapters are as 
follows: 

2. The Basic Framework. In this chapter we will look at the physics of the isotropic Hot 
Big Bang model and derive many ideas which will be crucial in the understanding 
of the problems of the origin of galaxies. 

3. The Evolution of Fluctuations in the Standard Hot Big Bang. This is a key part of 
the story since the rules which come out of this study define the basic problems of 
galaxy formation. 

4. Dark Matter Dark matter plays a central role in the most popular theories of galaxy 
formation and so we have to assess the evidence that it is present in the Universe in 
such quantities as could profoundly influence our view of how galaxies formed. 

5. Correlation Functions Once we understand how structures might form, we have to 
make more detailed comparison of the theory with the observations and so look at 
the whole spectrum of structures which have formed in the Universe. One of the cru- 
cial confrontations between the theories and the observations concerns temperature 
fluctuation in the Microwave Background Radiation. 

6. The Post-Recombination Universe To understand how to make real structures in the 
Universe, we have to follow the perturbations into their non-linear stages in the post- 
recombination epoch. In the non-linear stages of development, cooling processes may 
be more important than purely dynamical collapse in certain circumstances. We also 
need to look at observational evidence on the early evolution of real objects such as 
galaxies, quasars and radio sources. 
A full set of references is given at the end of the lectures to more detailed texts on 

all these topics. 



2 T h e  B a s i c  F r a m e w o r k  

We begin by reviewing the framework which virtually all astrophysicists use to study the 
problems of galaxy formation. This is what has come to be known as the Standard Hot 
Big Bang Model of the Universe. We will study this picture quite carefully bringing out 
the features which are important in the subsequent discussion. The standard model has 
the great advantage of simplicity and most of the essential features can be understood by 
simple physical arguments. The standard model is based upon a few basic observations 
and assumptions and we begin by looking at the observational basis for the model. The 
two features of the large scale structure of the Universe which we need are its overall 
isotropy and the fact that it is in a state of uniform expansion at the present day. Let 
us look at the best modern evidence on these topics. 

2.1 The Isotropy of the Universe 

I • I I ' I  I ! I i I ' I I  I ' I ..... I I I 

Anisolropy of 2 .7  K Rod iol ion Dipole 

iO.S ,11 

1 

~__.10 "4 

10-5 

, I I 

I 0 "  3 0 "  I '  

/ 
. T  , ?  I 

" ' ?'i' 

19 
T" ? 

IO 

i . i , i , , t  i , t , i i .01 
3 '  I 0 '  3 0 '  I*  3"  t O "  3 0 *  9 0 " 1 8 0 "  

Angular scale 

t.O 

v 
E 

<1 
0.1 

Fig. 1. Upper limits and measurements of the anisotropy of the Microwave Background Radiation 
(Wilkinson 1988). 

The most direct evidence for the overall isotropy of the Universe comes from observa- 
tions of the Microwave Background Radiation. This component of background radiation 
was discovered, more or less by chance, by Penzias and Wilson in 1965. We will show later 
that it is identified with the cool remnant of the hot early phases of the Universe but for 
the moment we are interested in it as a tool for measuring the large-scale isotropy of the 
Universe. The present limits to and measurements of its anisotropy on different angular 
scales are displayed ill Fig. 1 (Wilkinson 1988). The global anisotropy of the radiation is 
dominated by the dipole term which has amplitude AT/T = (1.2 4-0.1) × 10 -3 with apex 
in the direction a --- llh. 3 £ ~16;~ = -7?5 4- 2?5. This pure dipole term is attributed 
to the motion of the Earth at a velocity of about 350 km s -1 with respect to a frame 



of reference in which the Microwave Background Radiat ion would be 100% isotropic. 
Besides this dipole term,  the upper  limits to the t empera tu re  f luctuations all correspond 
to A T / T  < 10 -4.  Until recently, only upper  limits have been repor ted  but  Davies et 
al. (1987) have now clMmed a detection of t empera tu re  fluctuations with rms deviation 
A T / T  = 3.7 x 10 -5 on an angular  scale of 8 ° at a wavelength of 3 cm. A key question, 
of course, is whether  or not this signal is indeed a f luctuation in the radiat ion temper-  
a ture  of the Microwave Background Radiat ion or, say, due to diffuse Galactic emission 
or discrete sources. As Wilkinson remarks  in his review, it will require only a modest  
improvement  in sensitivity to measure  correlated fluctuations at other  wavelengths. The  
positive detection of fluctuations mad the measurement  of their  spectral  propert ies  would 
open up a whole new range of astrophysical  possibilities f rom the topology of the early 
Universe, through galaxy format ion to the detection of extensive regions of hot electrons 
in the Universe (see, e.g. Melchiorri et al. 1986). 
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Fig. 2. Recent high precision measurements of the radiation temperature of the Microwave Background 
Radiation (from Matsumoto et al. 1988). Their submillimetre rocket observations are indicated by solid 
points. The solid line shows the effects of Compton scattering upon the spectrum of the background 
radiation. The dashed line shows a model in which there is a cool dust component in addition to a pure 
Planck spectrum. 

Recent measurements  of the spec t rum the Microwave Background Radiat ion are 
shown in Fig. 2. There  is good agreement  at wavelengths longer than  1 mm.  Wilkinson 
(1988) repor ts  a mean t empera tu re  T = 2.740 -F 0.016 K f rom these data.  An obser- 
vation of great  interest  is the recent Nagoya/Berkeley rocket exper iment  in which the 
sky background t empera tu re  beyond the peak of the b lackbody curve was measured  at 
wavelengths of 1.16, 0.71 and 0.48 m m  (Matsumoto  et al. 1988). The  radiat ion temper-  



a t u r e  a t  1.16 m m  agrees  wi th  t he  longer  wave l eng t h  o b s e r v a t i o n s  b u t  t he  va lues  a t  t he  
s h o r t e r  wave l eng ths  a re  s ign i f i can t ly  in  excess of 2.74 K,  va lues  of  2.963 4- 0.017 K a n d  

3.150 + 0.026 K be ing  m e a s u r e d  at  0.71 a n d  0.48 m m  respec t ive ly .  T h e  e x t r a  ene rgy  in  
t he  s u b - m i l l i m e t r e  reg ion  of  t he  s p e c t r u m ,  over  a n d  a b o v e  t h a t  of  a 2.74 K b l a c k b o d y ,  
w o u l d  a m o u n t  to  a b o u t  20% of  t he  t o t a l  ene rgy  in  a b l a c k b o d y  r a d i a t i o n  s p e c t r u m  at  
2.75 K.  

Fig.  3. The distribution of galaxies on the celestial sphere. This image was generated from the counts 
of galaxies over the whole northern sky and as fax south as declination -20°by the Lick astronomers, 
C.D. Shane, C.A. Wirtanen and their colleagues. The picture is an equal area projection of the northern 
galactic hemisphere with the centre of the diagram representing the direction of the north galactic pole 
and the circumference of the circle corresponding to looking through the galactic equator. Over one 
million gMaxies were counted in the Lick survey. The black segment to the lower right of the diagram 
is due to the lower declination limit of the survey. Towards the edges of the diagram the numbers of 
galaxies decrease because of interstellar obscuration by dust in the plane of the Galaxy. Towards the 
centre of the diagram, the picture is more or less unobscured and represents the true distribution of 
gMaxies in the Universe~ as seen projected onto the celestial sphere. The typicM distances of most of 
the galaxies in this picture are between about 100 and 500 Mpc (from M. Seldner et al. 1977). 

I f  t h e  excess  is rea l ,  i t  cou ld  be  a t t r i b u t e d  to  a n u m b e r  of  poss ib l e  effects.  Cool ,  
diffuse d u s t  emis s ion  is one pos s ib i l i t y  a n d  a m o d e l  fit to  t he  o b s e r v a t i o n s  is i n d i c a t e d  b y  
the  d a s h e d  l ine  in  F ig .  2. One  i n t r i g u i n g  pos s ib i l i t y  is t h a t  th is  d u s t  emis s ion  m i g h t  be  
a s s o c i a t e d  w i th  a p o p u l a t i o n  of  s t a r s  f o rmed  ve ry  ea r ly  in  t he  h i s t o r y  of  g a l a x y  f o r m a t i o n ,  
t he  so-ca l led  p o p u l a t i o n  I I I  s ta rs .  A n o t h e r  poss ib i l i ty ,  i l l u s t r a t e d  b y  the  sol id  l ine  in  Fig .  



2, is Compton scattering of the blackbody background spectrum by hot electrons, a 
process described by Zeldovich and Sunyaev (1969). in what follows we will assume that 
the radiation can be described by a black-body spectrum with radiation temperature 2.75 
K and the submillimetre excess, if confirmed, has some separate, possibly related, origin. 
The immediate implication of such a black-body spectrum is that at some stage in the 
evolution of the Universe the matter and radiation must have been in thermodynamic 
equilibrium at a single temperature. 

The isotropy of the distribution of galaxies is a more complex issue. The nature of 
the problem is well illustrated by the famous picture of the distribution of galaxies in 
the northern galactic hemisphere produced by Peebles and his colleagues from the Lick 
counts of galaxies (Fig. 3 Seldner et al. 1977). In the picture the north galactic pole 
is at the centre and the plane of the Galaxy is represented by the circle surrounding 
the distribution of galaxies. The galaxies are shown in an equal area projection. One 
obvious feature is the decreasing surface density of galaxies towards the edge of the 
diagram. This is simply due to obscuration by interstellar dust. The regions towards 
the centre of the diagram should be relatively free from obscuration and provide a clear 
view of the distribution of galaxies on a large scale. The typical distance of the galaxies 
is about 100 to 500 Mpc. In the unobscured regions, it is apparent that the distribution 
of galaxies is far from uniform and homogeneous - there is prominent superclustering 
of galaxies, elongated stringy structures and apparent holes where there are low surface 
densities of galaxies. There has been considerable discussion about the reality of these 
features but it is now agreed that they are real properties of the observed distribution of 
galaxies. 

2 0  

, o  
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redshift z 

Fig. 4. The redshiR distribution of a complete sample of faint galaxies in the deep optical survey of Koo 
and Kron (1988). 

The most extensive database for defining these structures is the enormous Center 
for Astrophysics (CfA) Redshift Survey (Geller et al. 1987). This redshift catalogue of a 
large sample of galaxies selected from the Zwicky catalogue down to a limiting magnitude 
of about 15.5 already contains about 20,000 galaxies which represents about 70% of the 
final complete sample. In the areas of the survey for which the data are complete, there 
is very clear evidence for superclustering, voids and thin sheets of galaxies. These are 



the types of structures which must be explained by successful models of the origin of 
structure in the Universe. Despite the obvious irregularity of the distribution of galaxies, 
it can also be seen that, looked at on a large enough scale, one region of the Universe 
looks very much like another. This has been formally tested by Peebles and his col- 
leagues. The conclusion is that, although the distribution of galaxies is inhomogeneous, 
the inhomogeneity decreases to a very low value on large enough physical scales. On the 
very largest scales, the galaxy distribution appears to be uniform. This is demonstrated 
formally using the two-point correlation function for galaxies which is described in more 
detail in Section 5.1 

It is useful to have a physical picture of the large scale distribution of galaxies and 
this is provided by the remarkable analysis of Gott and his colleagues (1987). Using the 
data from the CfA Redshift survey, they have shown that the topology of the distribution 
of galaxies is sponge-like in the sense that the galaxies form the material of the sponge 
which is continuously connected and the holes also form a continuously connected net- 
work throughout the sponge. This type of topology has important implications for the 
assumptions made about the properties of the initial perturbations from which the large 
scale structure of the Universe formed. 

The CfA Redshift survey is limited to the local region of space, corresponding to 
distances less that about 100 Mpc and even the Lick survey only probes the large scale 
structure to a distance of about 500 Mpc. The sponge-llke structure seems to persist 
out to much larger distances. This has been demonstrated in the recent deep redshift 
surveys carried out by Ellis and his colleagues at the Anglo-Australian Telescope (Ellis 
1987) and by Koo and Kron (1988) (Fig. 4). It is obvious that the galaxies are not 
randomly distributed but are clumped in redshift corresponding to superclustering and 
voids in the distribution of galaxies. 

In view of the obvious irregularity of the distribution of galaxies, what evidence 
is there for the isotropy and homogeneity of objects on even larger scales? The best 
evidence comes from the distribution of radio sources contained in all-sky surveys. The 
4C survey of radio sources shown in Fig. 5 is a good example of what is observed. 
In this diagram, which is drawn in an equal area projection, there is an obvious hole 
in the centre corresponding to the region of sky about the north celestial pole which 
was not included in the 4C survey. We now know that the redshifts of the objects 
contained in this survey, radio galaxies and quasars, are typically between about 1 and 
3, meaning that they sample the largest scale structures in the Universe accessible to us. 
Webster (1977) showed that there is no evidence for anisotropy in the distribution of radio 
sources in the 4C, Parkes and Bologna catalogues within the statistical uncertainties of 
the numbers available. According to Webster, the statistical limits to the distribution 
of radio sources corresponds to AN/N <_ 0.03 on a scale of 1 Gpc i.e. as a cube of 
side 1 Gpc is moved about the Universe, the fluctuations in the numbers of objects 
counted is less than this value. Although this figure is less impressive than the limits 
from the measurements of the Microwave Background Radiation, it refers to the large 
scale distribution of real astronomical objects observed at roughly the present epoch. In 
contrast, we will show that the limits obtained from the fluctuations (or lack of them) 
in the Microwave Background Radiation constrain the temperature fluctuations of the 
radiation at very much earlier epochs, corresponding to a redshift of about 1000. 
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Fig. 5. The distribution of bright radio sources in the northern galactic hemisphere as derived from the 
4C catalogue. There are over 3000 sources in this region of the survey. The diagram is plotted in an 
equal area projection and the circle surrounding the distribution corresponds to declination 0 ° . The hole 
in the centre of the diagram corresponds to the region north of ~ = 80 ° which was not surveyed. (Data 
from Pilkington and Scott 1965 and Gower et al .  1967: the equal area projection is due to M. Seldner) 

2.2 The Hubble Expansion 

Hubble announced his discovery of the velocity-distance relation for galaxies in 1929. The  
modern  version of Hubble 's  famous relation v = H0r,  where v is the velocity of recession 
of the galaxy, r its distance f rom our Galaxy and H0 is Hubble 's  constant ,  is provided by 
Sandage 's  classic determinat ion of Hubble 's  relat ion for the brightest  galaxies in clusters 
(Fig. 6, Sandage 1968, 1987, 1988). It  is worth  noting that  nowadays this is not the 
only way in which the velocity-distance relation is defined. A good example  is the use 
of radio galaxies selected f rom catalogues of bright radio sources. They  display a tight 
redshif t -magni tude relation which extends to redshifts of about  1.8 - we will re turn  to 
this d iagram later  (Fig. 13, Lilly and Longair 1984). Even the quasars,  which have 
a broad  dispersion in intrinsic magni tude  display a significant velocity-redshift  relation 
out to large redshifts, provided at tent ion is confined to radio loud objects (Wills and 
Lynds 1978, Wall and Peacock 1985). One topic to which we will re turn  is the impact  of 
s t reaming of galaxies upon the mean Hubble flow. These systematic  mot ions  of galaxies 
correspond to less than  about  10% of the Hubble velocity and thus are insignificant 
compared  with the intrinsic scat ter  in the redshif t -magnitude relation. 

It  should be noted tha t  these two facts, the overall isotropy of the Universe and 
Hubble 's  law are sufficient to show that  the distr ibution of galaxies is expanding apar t  
uniformly. This is i l lustrated by the simple d iagram shown in Fig. 7 which shows the 
uniform expansion of a sys tem of galaxies between two epochs. By fixing a t tent ion 
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Fig. 6. A modern version of the Hubble diagram for the brightest galaxies in clusters (after Sandage 
1968). In this logarithmic plot, the observed flux density S of the galaxy, expressed as a corrected V 
magnitude, is plotted against the redshift which is proportional to velocity v so long as v << c. The V 
magnitude is a measure of distance and the straight line shows the expected relation if the brightest 
galaxies in clusters all had the same intrinsic luminosity so that S cc z -2. This diagram indicates that, 
for this class of galaxy which can be readily observed to cosmological distances, velocity of recession is 
proportional to distance. 

u p o n  any  galaxy in the  array,  it can  be seen tha t  an observer  on each ga laxy observes 
a ve loci ty-dis tance  relat ion.  In  o ther  words ,  our  first two facts s t rongly  suggest  t ha t  we 
should  begin our  s t udy  wi th  isotropic,  un i formly  expand ing  cosmological  models .  

2.3 T h e  R o b e r t s o n - W a l k e r  Metr i c  

The  general  met r ic  for all wor ld  models  consis tent  with the  a s sumpt ions  of  i so t ropy  and  
homogene i t y  can now be derived. We require one fur ther  a s sumpt ion  which is known  as 
the Cosmological Principle -- this is the statement that the observat ions  we make  are 
typical  of  wha t  would  be observed by  any  observer  located  anywhere  in the  Universe.  In  
o ther  words ,  any  su i tab ly  selected observer  would  observe the  same large scale features  
of  the  Universe at the  present  t ime as we do. Nowadays  this is more  t h a n  s imply  an 
assumpt ion .  Studies of  the  large scale d is t r ibu t ion  of  galaxies show tha t ,  a l t hough  it is 
inhomogeneous ,  the  degree of  inhomogene i ty  seems to  be more  or less the  same as we look 
fu r the r  and  fu r the r  away (see, e.g. Peebles 1980). I have  no doub t  bu t  t ha t  we will soon 
have very  good  measures  of the  homogene i ty  of  the  d i s t r ibu t ion  of  galaxies extending 
to  redshif ts  abou t  0.5 which is as far away as we can observe  the  Universe  more  or  less 
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as it is at the present epoch. The cosmological principle boils down to the s ta tement  
that  we are located at a typical point in the Universe and not at some highly privileged 
vantage point.  We should note in passing that  in some sense we are privileged observers 
because of the fact of our existence and because we are able to ask such questions! The 
discussion of the extent  to which we are privileged would take us far beyond the scope 
of the present lectures but ,  for a thought-provoking read, I can thoroughly recommend 
The Anthropic Cosmological Principle by Barrow and Tipler. We will restrict a t tent ion 
to the strictly classical cosmological principle. 
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Fig. 7. Illustrating how the uniform expansion of a system of galaxies leads to a linear relation between 
their distances and their recession velocities. If attention is focussed upon any pair of galaxies, it will 
be observed that the further they are apart, the further they have to separate in order to preserve a 
uniform expansion. 

It is a pleasant argument to derive, solely from the requirements of isotropy and 
homogeneity and that  light be propagated according to the laws of special relativity, the 
highly restricted set of metrics which could describe the large-scale s t ructure of space- 
time. These arguments are given in their simplest forms by Gunn (1978) and in Chapter  
15 of my book Theoretical  Concepts in Physics, hereafter referred to as TCP. I will 
use the notat ion of my book simply because I believe it provides the simplest intuitive 
approach to the full theory. 

A requirement of suitable geometries is that  they should all reduce locally to the 
Minkowski metric of special relativity 

= dt 2 - -~ (dr  2 + r2d+ ~) (1) ds 2 

This is no more than the s tandard metric of special relativity but  wri t ten in spherical 
polar coordinates in which 
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d~ 2 ~_ dO s -~ sin s 0de 2 . 

The  requirement of isotropy reduces the possible geometries of space-time to general 
isotropic curved spaces for which the metric can be wri t ten 

ds s = dt s _ -~ 

This is not perhaps the most familiar of forms for the metric of curved space-time but  
it has a simple geometric interpretat ion.  In this form~ the radius of curvature of two 
dimensional sections through the space is everywhere Rc and the curvature of the space 
~; = 1/R~. Notice that  I have changed the radial distance coordinate from r to x because 
I will want to give r a special meaning in a moment .  It is well known that  there are three 
possible values of the curvature ~ and hence of the radius of curvature of the space Re. 

1. If ~ is positive, Re is real and the spatial sections of the space-time have spherical, 
dosed  geometry. 

2. If n is negative~ Re is imaginary and the spatial sections of the geometry are open 
and hyperbolic.  In this case the s in(x/Re)  in equation (2) is replaced by s inh(x/Re)  

3. If ~ is zero, Re is infinity and the spatial geometry is flat, open Euclidean space and 
the metric reduces to equation (1). 

In perhaps the most popular  form of the metric~ these different cases correspond to 
geometries with k = 1 , - 1  and 0 respectively. This more popular  form can be derived 
from the metric of equation (2) by a simple coordinate t ransformation (see TCP,  page 
320). 

Now we can include in our metric the observation that  the Universe is in a state of 
uniform expansion. Since we are dealing with uniformly expanding universes~ this means 
that  the relative separations of any two points in the Universe now~ x0, was smaller in 
the past by a factor R, i.e. x = R~0. By this simple substi tution,  we absorb the whole 
of the dynamics of the expansion of the Universe into the function R( t )  which is known 
as the Scale Factor of the Universe. We normalise the scale factor so that  R = 1 at the 
present epoch t = to. Notice that  when we refer to t ime we mean cosmic t ime which is 
defined to be proper  t ime measured by a observer who moves in such a manner  that  the 
Universe always appears to be isotropic. It is then a simple exercise to show that  the 
metric (2) becomes the famous Robertson-Walker  metric 

= r 2 sin 2~d¢2)] (3) 

There  are several impor tant  remarks to be made about  the variables and constants 
in the above metric. First  of all, it will be noted that  the dynamics and geometry of the 
models are defined by one function R( t )  and one constant ~.  As discussed above R( t )  
describes the dynamics of the expansion. ~ is the radius of curvature of space at the 
present epoch~ i.e. ~ = R¢(to)~ so that  the curvature of space at the present epoch is 
t~0 = 1 / ~  2 . It is interesting to show from the Robertson-Walker metric tha t  the curvature 
of space changes as the Universe expands as 

Ro( ) = 
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Fig.  8. A simple space-time diagram illustrating the definition of the radial comoving distance coordinate 
r. All observations of galaxies are made along our past light cone which is centred on the Earth. The 
trajectories of galaxies partaking in the expansion of the distribution of galaxies is shown. 

Special attention should be paid to the meaning of the radial coordinate r. It is 
referred to as the radial eomoving distance coordinate and is a measure of the distance 
the galaxy would have if its position were projected forward to the present epoch. This 
is illustrated in Fig. 8 which is a simple space-time diagram showing that we observe 
galaxies along our past light-cone. However, we have to define our distances and geometry 
in terms of their values at a particular reference epoch which we take to be the present. 
To obtain a picture of how you might imagine r to be measured, we could line up a 
whole army of comoving observers between the galaxy and ourselves and then tell them 
to measure the distance between each other at some prearranged epoch to. The sum of 
all the increments dr measured at the epoch to is a measurement of r. Notice that in 
real cosmological problems, r is unmeasureable because, to find it, we have to project the 
position of the galaxy as we observe it in the past to the present epoch and this depends 
upon a knowledge of the dynamics of the Universe. Unfortunately we do not know this. 
The final point to be made about r is that it is a distance which is attached to the galaxy 
for all time. In fact, it is no more than a distance label. The variation of its distance 
from the Earth due to the expansion of the Universe is all absorbed in the variation of 
R(t) with cosmic epoch. 

It is important to emphasise that there is very little physics at all in this definition 
of the metric of isotropic space-times - in fact, only special relativity. As stated above, 
the physics is all built into the variation of R(t) with cosmic epoch - if you wish to build 
your own model universes, you can do this by inventing theories which define R(t). 

One of the key aspects of observational cosmology is the relation between observ- 
able quantities and the intrinsic properties of the objects. This is an interesting and 
very important use of the Robertson-Walker metric and is indispensible for astrophysical 
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cosmology. I will not derive the results here but I give simple derivations of the key 
results in Section 15.4 of TCP. We will only quote two of the most important results. 

The first is the definition of redshift and its relation to R(t). The redshift of a galaxy 
is so-called because it was discovered by the pioneers of observational cosmology that the 
spectral lines of galaxies were all shifted towards the red end of the optical spectrum 
relative to their rest wavelengths. If ~ e m  is the emitted wavelength of some spectral 
feature and Aob8 the wavelength with which it is observed, the redshift z of the object is 
defined to be 

• ~obs -- "~em 
z - ( 4 )  

~ern 

The usual interpretation of the redshift is as a velocity of recession and it is true that, 
provided the velocity of the galaxy is much less than the velocity of light, v << c, v = cz. 
However, there is a much deeper meaning of redshift in cosmology. You may show from 
the Robertson-Walker metric that in general the redshift is directly related to the scale 
factor of the Universe through the relation 

1 ( 5 )  
R ( t )  - 1 + z 

This result comes directly from the metric (3) (see TCP, Section 15.4.1, if necessary) 
and thus is independent of the physics of the expansion. What this relation tells us is 
that the redshift measures the size of the Universe, i.e. the physical separation between 
comoving test particles, when the radiation was emitted relative to its present size. For 
example, at a redshift z = 3, the galaxies were all closer together by a factor of 4 relative 
to their present separation. If we were also able to measure the cosmic time when the 
radiation was emitted from distant objects, we could derive directly the dynamics of the 
Universe. Unfortunately, the astrophysics of galaxies is too poorly understood at present 
to provide useful constraints, although we will give an interesting example in Section 
6.4.4 of the use of this procedure as applied to large redshift radio galaxies. 

The second point is that, using the Robertson-Walker metric, we can show that 
Hubble's constant H0 is just the present rate of expansion of the Universe, i.e. 

The subscript 0 means the value of ttubble's constant at the present epoch. Note, how- 
ever, that Hubble's constant may be defined at any epoch and in general changes with 
cosmic epoch. Thus, at any epoch H = i~/R. 

The other parameter which we can define at the present epoch is the dimensionless 
deceleration parameter, q0. This is simply the present deceleration of the Universe, R, 
written in the form 

qo = - o 
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2.4 T h e  D y n a m i c a l  F r a m e w o r k  

We will consider the dynamics of world models in three parts. First of all we consider 
the standard dust models, then look at radiation-dominated models and finally consider 
briefly inflationary models. All the models begin with dynamical equations derived from 
Einstein's General Theory of Relativity. This is by far the best classical theory of gravity 
which we possess. This is not the place to go into the details of how well General 
Relativity has been tested experimentally but it is sufficient to say that it has survived the 
most precise experiments which have been made up till now. A particularly spectacular 
confirmation of many aspects of the theory has been the accurate prediction of the change 
in period of the binary pulsar system PSR 1913+16, which consists of a pair of neutron 
stars in a close binary orbit, due to the radiation of gravitational waves. This remarkable 
agreement between theory and observation enables wide classes of alternative theories to 
General Relativity to be excluded. An excellent summary of the current status of General 
Relativity and possible alternative theories of gravity is given by C.M. Will in his book 
Theory and Experiment in Gravitational Physics. We therefore have little hesitation in 
adopting General Relativity as the dynamical framework for our model universes. 

The Einstein field equations can be written in the following form: 

R2 8T~Gp R2 c 2 

These are the general equations for the dynamics of isotropic world models in which the 
density and pressure of the matter and radiation are p and p respectively. Notice that 
the pressure term in equation (7) is a relativistic correction so that the quantities in large 
round brackets represent the total inertial mass density. Unlike normal pressure forces 
which depend upon the gradient of the pressure and, for example, hold up stars, this 
pressure term depends linearly on the pressure and, since it contributes to the inertial 
mass, increases the gravitational force. ~ is the radius of curvature of the geometry of 
the world model at the present epoch and so the last term of equation (8) is simply a 
constant of integration. I have included the famous cosmological constant A in equations 
(7) and (8) in large square brackets. This term has had a chequered history in that it 
was originally introduced by Einstein in order to produce static solutions of the field 
equations more than 10 years before it was discovered that the Universe is in fact non- 
static in the sense that it is expanding. As we will discuss below it has had a new lease 
of life with the development of models of an inflationary stage in the early history of the 
Universe. 

2.4.1 The Standard Dust  Models 

This analysis is performed in all the standard text-books. By dust, we mean a pressureless 
fluid, p = 0. In addition, we set the cosmological constant A - 0. It is convenient to 
refer the density of matter to its value at the present epoch p0. Because of conservation 
of mass, p = poR -3 and so the pair of equations reduces to the following simple form 

R 2 =  8rGpo R-1 c2 
3 ~ (9) 
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It is well known that  a relation of this form can be derived using purely Newtonian 
dynamics. I show how this is done because we will use ideas implicit in this argument 
to unders tand some of the problems which arise in the theory of galaxy formation. This 
argument looks naive but  it is in fact a very helpful exercise. 

V 

!ece[eration 
ue to the 
orce of gravity 

Fig. 9. Illustrating the dynamics of Newtonian world models. 

We consider a galaxy at distance x from the Ear th  and ask what  the deceleration 
of that  galaxy is due to the at t ract ion of mat te r  inside the sphere of radius x centred on 
the Earth.  By Gauss's theorem, because of the spherical symmetry  of the distribution 
of mat te r  within x, we can replace that  mass by a point mass at the centre of the sphere 
and so the deceleration of the galaxy is 

m ~ -  
G M m  47rxapm 

x2 3x2 

Now, we make the substi tutions as before - replace z by the comoving value x0 using 
the scale factor R, x = Rx0, and express the density in terms of its value at the present 
epoch, p -- poR -~. Notice that  the mass of the galaxy m cancels out on either side of 
the equation, showing that  the deceleration refers to the dynamics of the Universe as a 
whole ra ther  than  to any part icular  galaxy. Therefore,  

_ 4zrGpo 1 
3 .R 2 

which is identical to equation (7) for dust models with A = 0. Integrating this equation, 
we find 

i~ 2 --  87rGP° R -1  + constant  (10) 
3 
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This result is identical to equation (8) if we identify the constant with - c 2 1 ~  2. 
The above analysis brings out a number of important points about the world models 

of general relativity. First of all, note that, because of the assumption of isotropy, local 
physics is also global physics. This is why the Newtonian argument works. The same 
physics which defines the local behaviour of matter also defines its behaviour on the 
largest scales. For example, the curvature of space within one cubic metre is exactly 
the same as that on the scale of the Universe itself. A second point is to note that, 
although we might appear to have placed the Earth in a rather special position in Fig. 9, 
the observer located on the galaxy would perform exactly the same calculation to work 
out our deceleration relative to that galaxy. In other words, the Newtonian calculation 
applies for all observers who move in such a way that the Universe appears isotropic to 
them. Third, notice that at no point in the argument did we ask over what physical scale 
the calculation was to be valid. It is a remarkable fact that this calculation describes 
correctly the dynamics of the Universe on scales which are greater than the horizon scale 
which we take to be r = ct i.e. the maximum distance between points which can be 
causally connected at the epoch t. The reason for this is again the same as for the first 
two points - local physics is also global physics and so, if the Universe were set up in 
such a way that it had uniform density on scales far exceeding the horizon scale, the 
dynamics on these very large scales would be exactly the same as the local dynarodcs. 
We will find this idea very helpful in understanding the evolution of small perturbations 
in Section 3. 

The solutions of Einstein's field equations were discovered by A.A. Friedman in 
1925, the year before his death in Leningrad. 1988 is the centenary of Friedman's birth 
and appropriately there have been celebrations this year in the USSR. A remarkable 
biography of Friedman by Tropp, Frenkel and Chernin has been published this year in 
the USSR which I can strongly recommend. The solutions of the equations are often 
appropriately referred to as the Friedman models of the Universe. It is convenient first 
of all to express the density of the world model in terms a critical density p¢ which is 
defined to be pc = (3H2/8zcG) and then to refer the actual density of the model p to this 
value through a density parameter $2 = P/Po. Thus, the density parameter is given by 

Y 2 -  87~Gp 
3/_/o2 (11) 

The dynamical equation (8) therefore becomes 

/~2= ¢2//2 c2 
n (12) 

There are several important facts which can be deduced from this equation. If we set 
t = t o ,R  = 1, i.e. their values at the present epoch, we find that 

 /no (x7 - 1) 
- (J2 1 ) ' / 2  a n d  t ¢ -  - -  ( 1 3 )  

- (c/Ho)2 

This last result shows that there is a one-to-one relation between the density of the 
Universe and its spatial curvature, one of the most beautiful results of the Friedman 



18 

Scale 
Factor 
-R(t) 

Q<I //Q=12 ~ 
Y3J 

Cosmic t ime 

Fig. 10. The dynamics of the classical models of General Relativity. The models are parameterised by 
the density parameter f2. 

world models. The solutions of equation (12) are displayed in Fig. 10 which shows the 
well-known relation between the dynamics and geometry of the Friedman world models. 

1. The models with £2 > 1 have closed, spherical geometry and they collapse to an 
infinite density in a finite time; 

2. The models with £2 < 1 have open, hyperbolic geometries and expand forever. They 
would reach infinity with a finite velocity. 

3. The model with £2 = 1 is the critical model which separates the open from the 
closed models and the collapsing models from those which expand forever. This 
model is often referred to as the Einstein-de Sitter model or the critical model. The 
velocity of expansion tends to zero as R tends to infinity. It has a particularly simple 
variation of R(t)  with cosmic epoch, 

R ---- Hot a R = 0 (14) 

Another important result is the function R(t)  for the empty world model, £2 - 0, 
R(t )  = Hot, ~ = - ( H o / c )  2. This model is sometimes referred to as the Milne model. It 
is an interesting exercise to show why it is that, in the completely empty world model, 
the global geometry of the Universe is hyperbolic. I give a derivation of this result in the 
Appendix to Chapter 15 of TCP. 

Differentiating equation (12) with respect to time, or substituting into equation (7), 
we can show immediately that the present deceleration of the Universe q0 is directly 
proportional to the density parameter £2, q0 = £2/2. Note that this result is only true if 
the cosmological constant A is zero. In general, we find 

£2 1 A  
q 0 -  2 3H0 2 
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In the same way, if A # 0 ,  the relation between the curvature and the density parameter  
becomes 

( O -  1) 1 A (15) 
(c /o  o) e 3c2 

An important  result for many aspects of cosmology is the relation between redshift z and 
cosmic t ime t. It is straightforward to show from equation (12) tha t  

d__z = -Ho(1 + z)2(gz + 1)½ (16) 
dt 

Cosmic t ime t measured from the big bang follows immediately by integration 

~o t 1 / ~  dz (17) 
t =  d t -  Ho (l+z)2(12z+l)l /2 

It is a useful exercise to show that  the present age of the Universe to is H o  1 if f2 = 0 
and ( 2 / 3 ) / / 0  1 if ~ = 1. 

Just  as it is possible to define ttubble's constant at any epoch by H = B/R, we can 
define a density parameter  f2 at any epoch through the definition ~2 = 8~rGp/3H 2. Since 
p = p0(1 + z) 3, it follows that  

8~G f2H 2 -  ~ P°(l+z)~, _ , 

It is a useful exercise to show that  this relation can be rewrit ten 

+ z)-, (18) 

This is an impor tant  result because it shows that ,  whatever the value of ~0 now, because 
(1 + z) -1 becomes very small at large redshifts, f2 tends very closely to the value 1 in 
the distant past. There are two ways of looking at this result. On the one hand, it is 
very convenient that  the dynamics of all world models tend to those of the Einstein-de 
Sitter model in the early stages of the dust filled models. On the other hand, we observe 
that  it is remarkable that  the Universe is within a factor of ten of the value Q = 1 at 
the present day. If the value of f2 were significantly different from 1 in the distant past, 
then it would be very widely different from 1 now as can be seen from equation (18). 
The fact that the curvature of space n must be close to zero now results in what is often 
referred to as the flatness problem. The problem is that  our Universe must have been 
very finely tuned indeed to the value Y2 = 1 in the distant past if we are to end up with 
a Universe with f2 close to 1 now. Some argue that  it is so remarkable that  our Universe 
is within a factor of ten of f2 = 1 now, the only reasonable value the Universe can have 
is Y2 precisely equal to 1. Proponents  of the inflationary picture of the early Universe 
have a solution to this problem. 
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2.4.2 Radiat ion Dominated  Universes  

At the opposite extreme from dust-filled universes are those in which radiation contributes 
all the inertial mass. In this case, we cannot neglect the pressure term in equation (7). 
For a gas of photons, massless particles or a relativistic gas in the ultrarelativistic limit, 
E >> m c  2, p r e s s u r e  is related to energy density by p = be and the inertial mass density 
of the radiation Prad is related to its energy density ¢ by ~ = Prad c2. We can now work 
out simply how the energy density of radiation varies with redshift. If N ( h v )  is the 
number density of photons of frequency v, then the energy density of radiation is found 
by summing over all frequencies 

= F ,  hr,N(h ) 
p 

Now the number density of photons varies as N = N0(1 + z) 3 and the energy of each 
photon changes with redshift by the usual redshift factor v = r,0(1 + z). Therefore, the 
variation of the energy density of radiation with epoch is 

= h.0N0(h 0)(1 + z) 
v0 

= ¢0(1 + z) 4 = ~0R -4 (19) 

A case of particular interest is that  of black-body radiation. The energy density 
is given by the Stefan-Boltzmann law, ~ = a T  4 and its spectral energy density by the 
Planck law 

8~h~ a 1 
g ( r , )  ~ -  e 3 eht'/kT -- 1 dr,. 

It immediately follows that  for black body radiation the radiation temperature Tr varies 
with redshift as 

Tr = T0(1 + z) 

Correspondingly, the spectrum of the radiation changes as 

~(t~l)dVl 8~'ht~13 3 - c3 ( h l/kT1 _ 1 ) - Idr ,1  = S  0(¢h 0/kT0 _ 1 ) - 1 ( 1  + z) d.0 
C 3 

Thus, it can be seen that  upon redshifting, a black body spectrum preserves its form 
but the radiation temperature changes as T~(z) = Tr(0)(1 + z) and the frequency of each 
photon as r, = ~0(1 + z). Another way of looking at these results is in terms of the 
adiabatic expansion of a gas of photons. The adiabatic index, i.e. the ratio of specific 
heats 3~, for radiation and a relativistic gas in the ultrarelativistic limit is 7 = 4/3. It is 
a useful exercise to show that ,  in an adiabatic expansion, T~ c< V-~  which is exactly the 
same as the above result. 

The variations of p and p with R are now substi tuted into equations (7) and (8). 
We find 

/ ~ _  8rG¢0 1 
3c 2 R3 (20) 

R2 = 8rGeo  1 c 2 
3c 2 R 2 ~2 (21) 
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We will show in a moment that the Universe becomes radiation-dominated at early epochs 
corresponding to values to R g 10 -3 - 10 -4. At these early epochs we can neglect the 

constant term e 2 / ~  2 and then the integration of equation (21) is straightforward. 

n = (32 a o  (22) 
\ 3c 2 ] 

Thus, the dynamics of the radiation-dominated models are very simple, R c< t½, and 
depend only upon the total inertial mass density in relativistic or massless forms. Notice 
that we have to add all the contributions to ~ at the relevant epochs. 

2.4.3 In f l a t i ona ry  Models  

These models have come into prominence as a result of the deepening understanding of 
elementary particle physics and its application to the early stages of the Hot Big Bang. 
These considerations lead to the possibility of physical processes which have some highly 
non-intuitive features. We can approach the dynamics of these models from two simple 
points of view. 

First of all, we consider the dynamical equations according to Einstein's original 
prescription but keep in the cosmological constant A. Suppose the Universe is empty, 
p -= 0. Then, equation (7) becomes 

= 1AR (23) 

As Zeldovich has remarked, this equation shows that the cosmological constant describes 
the repulsive effect of a vacuum - any test particle introduced into the vacuum acquires 
an acceleration simply by virtue of being located there. According to classical physics, 
there is no simple physical picture for this process but it does indicate the type of physics 
one is forced to think about if the cosmological constant is included in Einstein's field 
equations. 

In the second case, we consider some of the recent developments in the theory of 
elementary particles. The key development for cosmology has resulted from the intro- 
duction of the ttiggs field into the theory of the weak interactions involving the W and Z 
bosons. The ttiggs field is introduced in order to eliminate high order singularities in the 
theory and it has the property of being a scalar field. These fields have properties quite 
unlike those'of vector fields, such as electromagnetism, or tensor fields~ such as General 
Relativity, in that they can result in a negative pressure equation of state p = - p c  2. 
This may be thought of as a tension, the opposite of a pressure, associated with the 
energy density pc 2. Suppose the volume V contains an internal energy E. Then, on 
expanding, the work done is p d V  which is derived from the internal energy E so that 
the total internal energy in the volume V ÷ d V  becomes E - p d V  -= E -? pc2 d V  i.e. 
the effect of the negative pressure equation of state is that the energy density remains 
constant during the expansion! A naive way of thinking about this result is that as the 
vacuum expands there is more of it and there is therefore more, not less, vacuum energy 
during the expansion. If we substitute the above negative pressure equation of state into 
equation (7), we obtain the result 

= 87rGR 
3 p (24) 
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where p is the constant vacuum energy density. It can be seen that this result is formally 
identical to equation (23) and gives a physical basis for the apparently strange nature of 
the cosmological constant. An introduction to many of these new physical ideas aimed 
at astronomers and astrophysicists is given by Zeldovich (1986). 

The solutions of equation (23) are exponentially growing solutions. Let us start from 
the first integral of the equation as embodied in equation (8) with p = 0. The dynamical 
equation for R therefore becomes 

The solution of this equation is 

/~2 = 1AR2 c2 
3 ~2 (25) 

C 
R = ~ sinh H t  (26) 

with H = X/~--/3. It is evident that for large values of t, R grows exponentially with 
cosmic time. The benefit of expressing the solution in the form of expression (25) is that 
it brings out clearly the point that when the exponential growth of R takes place, the 
curvature term c 2 / ~  2 becomes negligibly small compared with the size of R. Remember 
that ~ is a constant. This means that exponential growth results in a spatial geometry 
which is arbitrarily close to flat, Euclidean space. After this period of exponential growth, 
we have to arrange that the dynamics transform into the Universe as we know it at some 
early epoch. This inflationary model of the early Universe has a number of attractions. 
First of all, it produces very naturally a world model with flat space, which, when we 
transfer over to the Universe we know, will have/2 = 1. Second, the exponential growth 
of the scale factor means that regions which were originally close together, and hence 
causally connected, separate by enormous factors beyond the horizon scale during the 
exponential expansion phase. This could account for the large scale isotropy and homo- 
geneity of the present Universe on scales which apparently could not have been causally 
connected in the early Universe. These are intriguing ideas and appear to offer a possi- 
ble explanation for two of the fundamental problems of modern cosmology, the flatness 
problem and that of accounting for the overall isotropy and homogeneity of the Universe. 
The proponents of the inflationary scenario also believe that it can explain the origin of 
the fluctuations from which galaxies form and the absence of magnetic monopoles in the 
Universe now. 

2 . 5  T h e  D e t e r m i n a t i o n  o f  C o s m o l o g i c a l  P a r a m e t e r s  - t h e  M a t t e r  

a n d  R a d i a t i o n  C o n t e n t  o f  t h e  U n i v e r s e  

2.5.1 Hubble~s  Constant  

The value of Hubble's constant H0 remains controversial. The problem is not that the 
slope of the redshift-magnitude relation is ill-defined but that it is difficult to calibrate 
the relation, in other words, to find methods of determining the distances to galaxies 
which are independent of their redshifts. The values quoted in the literature lie in the 
range roughly 50 g H0 g 100 km s -1 Mpc -1 . The classical calibration procedures used 
by Sandage and Tammann result in values close to the lower end of this range whilst 
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the infrared Tully-Fisher method of distance calibration tends to give values towards the 
upper  end of the range (see e.g. Tammann  1987, Aaronson 1987). This difficult problem 
is reviewed in the book The Cosmic Distance Ladder by Michael Rowan-Robinson (1985). 
He has recently reassessed his conclusions on the basis of data  obtained between 1984 and 
1988 (Rowan-Robinson 1989). My own preference is for values close to 50 km s - l M p c  -1 
but  this is because I have looked at other data,  in particular,  estimates of the age of our 
Galaxy from studies of globular clusters. 

In view of the uncertainty about  the exact value of Hubble's constant,  it is conven- 
tional to write it in the following form, H0 = 100h km s - l M p c  -1 = 3.24 x 10-1Sh s -1 
o r  

H0 
h 

= (100 km ~-21Upc_l- ) (27) 

Thus the value of h probably lies between about  0.5 and 1. It is common practice to use 
a s tandard value of Ho = 100 km s - I  Mpc -1 and to include h in the various expressions 
to show explicitly the sensitivity of the answers to the precise value of Hubble's constant.  
A particularly common use of h is in describing the density of mat te r  in the Universe p 
relative to the critical density pc = 3Hg/8zrG. The value of pc is 1.88 x 10 -~6 h 2 kg m -3 
and hence the density of mat te r  is p = 12Pc = 1.88 x 10 -2s f2h 2 kg m -a  which is the 
reason why the combination ;2h 2 appears in many of the cosmological formulae. 

2.5.2 The Age of  the Universe 

The oldest stellar systems we know of in our Galaxy are the globular clusters. Their  
Hertzsprung-Russell diagrams have been the subject of intensive s tudy by specialists in 
the theory of stellar s t ructure and evolution with a view to establishing their ages as 
accurately as possible. For the oldest clusters, ages of between 13 and 20 x 109 years are 
found corresponding to acceptable ranges of H0 of 50 g H0 g 77 km s -1 Mpc -1 if 12 = 0 

or 33 g H0 g 50 km s - ]  Mpc -1 if ~ -- 1. It is impor tant  to recall that  the ages of the 
globular clusters are based upon present understanding of the theory of stellar s t ructure 
and evolution. It therefore depends upon the theory being correct and we should bear 
in mind that  it cannot yet explain the low flux of neutrinos emit ted by the Sun. There 
must therefore be some unease about giving this argument too much weight. The age 
of the Universe can also be estimated from radioactive dating. These estimates result in 
ages of our Galaxy of about 10 l° years (Fowler 1987). 

2.5.3 T h e  D e c e l e r a t i o n  P a r a m e t e r  

We have already derived the relation between the deceleration parameter  q0 and the 
density parameter  12. It is impor tant  to recognise that  these are separately measurable 
quantities and thus provide a test of the validity of General Relativity on the largest 
scales accessible to us since,  if A = 0, General Relativity requires 2q0 = 12. Alternatively, 
the comparison of q0 with 12 provides a measure of A, the cosmological constant,  from 
equation (15). I will describe the determination of the value of q0 using the infrared 
magnitude-redshiff relation for radio galaxies to illustrate the problems which arise. 

The basic idea is to find some s tandard properties of galaxies which can be observed 
nearby and far away. Because the geometry of space depends o n / 2  and because of the 
different relations between comoving coordinate distance and redshift, a s tandard galaxy 
of fixed luminosity has a redshift-magnitude relation which depends upon the value of 
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Fig .  11. The  redshif t -apparent  magni tude  relat ion for a source of fixed luminosity wi th  a power-law 
spectrum, Iv cc ~ - 1  according to the Friedman world models as described by the  densi ty parameter  $2. 

(see, e.g. T C P  Chapter  15). An example of these differences for a source with a 
power-law energy spectrum, Iv oc ~-1,  is shown in Fig. 11. Thus,  if we are able to find 
s tandard  objects,  we might hope to determine the deceleration parameter  from such a 
relation. The  problem illustrated by Fig. 11 is that ,  in order to observe a significant 
difference between the world models, we have to observe the objects at large redshifts, 
z ~ 1, but  this also means that  we have to observe them not as they are now but  as they 
were in the distant past.  This is i l lustrated by the cosmic time-redshift  relation shown in 
Fig. 12 in which the relations are displayed for Friedman world models with f2 = 0 and 
Y2 = 1. It can be seen that  an object with redshift z = 1 emit ted its radiat ion when the 
Universe was certainly less than half its present age and so there is no reason to expect 
the s tandard  objects to have the same properties as they have at the present epoch. 
We therefore have to unders tand the astrophysical evolution of the objects used in this 
type of cosmological test if we are to obtain a convincing result. For example, if we use 
galaxies to perform this test, we have make appropriate  corrections for the evolution of 
their stellar content.  

The  radio galaxies are impor tant  because they are the only stellar systems available 
in reasonable numbers at redshifts greater than one for which studies of their stellar 
populations can be made. It turns out that  the strong radio sources appear  to be only 
associated with very massive galaxies which have a small dispersion in their intrinsic 
luminosities. The  other  interesting point is the use of the near infrared waveband for 
these studies. First,  the typical spectrum of a giant elliptical galaxy peaks at about  
1 /zm and therefore, when observed at large redshifts, most of the energy is shifted into 
the infrared waveband, 1 - 2 #m. Thus,  it is relatively easier to detect very distant 
radio galaxies at 2 /zm as compared with the optical waveband. The second point is 
astrophysical in that  the stars which contribute most of the light in the infrared waveband 
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are stars belonging to the cool red giant branch of the Hertzsprung-Russell diagram. 
These stars originated from the old population of the galaxy, i.e. stars with masses 
about that of the Sun. Therefore, when the integrated light of the galaxy in the infrared 
waveband is measured, the evolution of the stellar population of the galaxy is averaged 
over cosmological timescales. This contrasts with what is observed in the optical region of 
the spectrum in which much of the light can be contributed by young stellar populations 
which are still undergoing their main sequence evolution. For example, the optical light 
of a galaxy can be strongly influenced by bursts of star formation occurring throughout 
the life of the galaxy whereas the infrared observations sample the majority old stellar 
population. 
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Fig. 12. The relation between cosmic time and redshift for Friedman world models with $2 = 0 and 1. 
The horizontal lines indicate the redshiRs to which different classes of object can be observed more or 
less at the limits of current technology. 

These expectations are borne out in practice - the redshift-magnitude relation in the 
K waveband (i.e. at 2.2 #m) is very tight out to redshifts of 1.5 or more (Fig. 13) whereas 
the R magnitude-redshift relation shows a much wider dispersion in observed magnitudes 
at redshifts greater than about 0.5. This confirms the theoretical expectations which 
are illustrated by the various models discussed by Spinrad (1987). The K magnitude- 
redshift relation supplemented by optical-to-infrared colours and optical spectroscopy 
of the galaxies provide a picture in which the galaxies have been undergoing passive 
evolution superimposed upon which there have been bursts of star formation, possibly 
associated with the events which gave rise to the radio sources. By passive evolution, we 
mean the underlying evolution of the primordial stellar populations which takes place 



26 

as various classes of star evolve off the main sequence and become red giants. It turns 
out that  the expected evolution of the K - l u m i n o s i t y  of a giant elliptical galaxy can be 
worked out in a remarkably model-independent  way because the red giant branches for 
stars with mass roughly that  of the Sun are remarkably similar. On very general grounds, 
it is expected that  the galaxies should be about  1 magnitude brighter at a redshift of 1 
as compared with their luminosities at the present day (see Section 6.4.4). We have used 
these models in conjunction with our observed K-magai tude-redshif t  relation to solve for 
q0 (Lilly and Longair 1984). The results are not part icularly impressive, the est imated 
value of q0 probably lying in the range 0.1 g q0 g 0.9. The  impor tan t  point is tha t  the 
evolutionary changes expected can now be observed and, with large enough statistics, it 
may  be possible to obtain improved estimates of this evolution and possibly of q0. I have 
told this story in some detail so that  the difficulties of estimating ~2 from the s tandard 
approach can be appreciated. 
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Fig. 13. The redshift-K-magnitude relation for a complete sample of radio galaxies selected from the 
3CR catalogue of radio sources (Lilly and Longair 1984). The expectation of uniform world models with 

= 0 and 1 (q0 = 0 and 1 respectively) are shown as dotted lines as well as models incorporating 
corrections for the evolution of the stellar populations of the galaxies (solid line). This topic is discussed 
in more detail in Section 6.4.4. 

In my view, all the evidence on distant galaxies and quasars is consistent with values 
of qo lying in the range 0 to 1 but  they do not provide a good estimate of where about  
in this range it might lie. 

2.5.4 The Dens i ty  Parameter  

There  are several arguments which lead to good lower limits to the amount  of gravitat ing 
ma t t e r  in the Universe 
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. The matter contained in the visible parts of galaxies can be found by evaluating 
average values of the mass-to-light ratios for different types of galaxy and then, 
knowing the average luminosity per unit volume due to galaxies, the average density 
of visible matter in the Universe can be found. A number of independent estimates 
agree that this amounts to ~2gal ~ 0.02. 

2. To the visible matter we have to add the dark or hidden matter which is found 
to be present in the outer regions of giant spiral galaxies and in rich clusters of 
galaxies. The dark matter is inferred to be present because the dynamics of these 
systems show that there must be much more mass present in these systems than is 
contained in the visible parts of galaxies. The typical mass-to-light ratios found in 
these regions correspond to masses about ten times the mass contained in the visible 
parts of galaxies. When account is taken of the dark or hidden matter, the total 
mass density increases by about a factor of ten, i.e. to f2 ~ 0.2. 

3. On even larger scales, estimates of the mass density in the general field can be found 
from what is known as the eosmle virial theorem. In this procedure, the random 
velocities of galaxies in the Universe are compared with the varying component of 
the gravitational acceleration due to the large scale structure in the distribution of 
galaxies. As in the other methods described above, the mass density is found by 
comparing the kinetic energy of the system with its gravitational potential energy. 
The cosmic virial theorem applied to galaxies selected from the general field has 
suggested values for the density parameter of about 0.2 to 0.3. 

4. A similar argument involves studies of the infall of galaxies into the local supercluster 
of galaxies. The local supercluster is an extensive region, roughly centred upon 
the Virgo cluster of galaxies, in which the galaxy density exceeds the density in 
the general field by a factor of about 2. Therefore, galaxies in the vicinity of the 
supercluster should feel a gravitational acceleration towards it, thus providing a 
measure of the mean density of gravitating matter within the system. This method 
has also resulted in values of f2 about 0.2 to 0.3. 

. A similar procedure has involved interpretation of the dipole anisotropy in the dis- 
tribution of the Microwave Background Radiation. According to observations made 
with the IRAS satellite, there is a dipole anisotropy in the distribution of galaxies 
which are strong far infrared emitters which is similar that of the Microwave Back- 
ground Radiation (Yahil st aI. 1986). Although there is some controversy about 
the exact nature of this dipole component (see e.g. Clowes et al. 1987), even if it is 
assumed to exist, there are complications in relating the distribution of these galax- 
ies to the velocity of the Local Group's motion through the frame of reference in 
which the Microwave Background Radiation is 100% isotropic. If it is assumed that 
matter is distributed overall like the distribution of IRAS galaxies, the inferred value 
of f2 is about 0.83. It is well known, however, that the IRAS galaxies are mostly 
spiral and irregular galaxies which avoid dense associations of galaxies such as rich 
clusters. Strauss and Davis (1987) have made corrections to the spatial distribution 
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of galaxies to take account of this effect and find that the inferred value of 12 drops 
to 0.39. 

The last three arguments depend upon the assumption that the dark matter is 
distributed like the visible matter in galaxies. There is a basic problem about this 
assumption in that the velocities induced by large density perturbations depend upon 
the density contrast Ap/p between the background and the discrete system and not upon 
the absolute value of the density p. A typical formula for the infall velocity u of test 
particles into a supercluster is 

u ~x Hor12°'6(Aplp) (28) 

(see e.g. Section 3.4 and Gunn (1978)). Thus, if, in addition to the observed distribution 
of galaxies, there existed a uniform background distribution of dark matter, this would 
have the effect of decreasing the value of Ap/p and the net result would be that, for a 
given observed velocity of infall, u, a larger value of 12 would be inferred. Thus, one 
can contrive models in which these dynamical estimates would be consistent with 12 = 1. 
The agreement is, however, obtained at the expense of assuming that there is a difference 
in the spatial distribution of the visible and the dark matter i.e. there is biasing, a topic 
to which we will return in Section 5.3. 

Finally, as we will show in Section 2.7, the mean density in baryons is constrained by 
the production of the light elements in the early stages of the hot Big Bang. This results 
in a limit J'2ba v ~ 0.05h - 2 -  otherwise less than the observed abundance of deuterium is 
created primordially. 

The upshot of all of this is that I believe it is correct to say that there is no direct 
observational evidence that the value of 12 is greater than about 0.2 to 0.3. From the 
purely observational point of view, all the matter in the Universe could be in the form 
of ordinary baryonic matter if Hubble's constant is about 50 km s -1 Mpc -1. On the 
other hand, there is also no evidence against the postulate that the actual value of the 
density parameter 12 is 1 and that most of the matter in the Universe is in some as 
yet undetermined non-baryonic form. The one clear requirement of such matter is that 
it should not be distributed like the visible matter. In other words, if you require the 
Universe to have 12 = 1, you are placed in the unhappy position that you have to put 
most of it where it can least readily be detected, which is an interesting philosophical 
position, to say the least! 

2.5.5 Streaming 

The latest manifestation of the problem of determining the mean amount of gravitating 
matter in the Universe has been that of streaming. There is now a considerable amount of 
evidence which suggests that there exist significant streaming velocities of galaxies present 
in the Universe. As emphasised above, these streaming velocities are small systematic 
perturbations on the smooth Hubble flow. 

1. First, there is the velocity of the Local Group of galaxies relative to the frame of 
reference in which the Microwave Background Radiation would be 100% isotropic. 
This corresponds to a velocity of the Local Group of about 600 km s -1. 

2. The oldest evidence on streaming is that described by Rubin, Ford and Rubin (1973) 
who noted that a shell of spiral galaxies with recession velocities in the range 3500 
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to 6500 km s -1 appeared to show a net streaming velocity of about 800 km s -1. 
Their observations have been confirmed by infrared photometric distance estimates 
by Collins et al. (1986). 

3. A separate demonstration of streaming has been carried out by Staveley-Smith 
(1985) who used the Tully-Fisher relation to work out the distances and stream- 
ing velocities of spiral galaxies. Again, a net streaming velocity is found but in a 
different direction from both the Rubin and Ford velocity vector and that of the 
apex of the dipole term in the Microwave Background Radiation. 

4. Finally, a group of workers (Burstein et al. 1986, 1987, Lynden-Bell et al 1988) have 
used distance indicators for elliptical galaxies to show that there is some form of 
streaming towards the Centaurus supercluster in the Southern Hemisphere. The ex- 
act nature of these motions is not dear. Originally, it was considered to be a general 
streaming motion but more recently these authors believe that these velocities are 
caused by a Great Attractor in the general direction of the Centanrus supercluster. 

The observational problem boils down to two questions - if the streaming velocities 
exist, what are their magnitudes and over what physical scales do coherent streaming 
motions persist? At the moment the picture is confused but the definition of the detailed 
velocity field of galaxies has rapidly become an important area which will eventually give 
us better information about the large scale distribution of mass in the Universe. 

2.5.6 The  Cosmologica l  Constant  

At the present epoch there is no observational evidence which demands that the cos- 
mological constant A should be non-zero. Interest in models with non-zero cosmological 
constant has been rekindled by theories of the inflationary behaviour of the early Uni- 
verse. Although there is no evidence that A # 0, equally there is no definite evidence 
which shows that A is identically zero. Limits to the value of A can be found from the 
broad requirement that q0 probably lies in the range 0.05 to 1 and Y2 in the range 0.1 to 

1A 2 2, i.e. (~ / H ~ ) ~ I .  

2.5.7 The  Radiat ion Content  of  the Universe  

The energy density in radiation is much better defined than that in the matter content of 
the Universe. Isotropic background radiation has been detected in the radio, microwave, 
X-ray and v-ray wavebands (see e.g. Longair and Sunyaev 1971). In terms of energy 
density, by far the greatest contributor to the isotropic background is the Microwave 
Background Radiation which has energy density 4.33 × 10 -14 J m -3 if Trad = 2.75 
K. Even in those wavebands for which there are only upper limits at the moment, the 
far infrared, infrared, optical and ultraviolet backgrounds, the energy density of the 
background radiation must be considerably less than this value. The corresponding 
density parameter for radiation is Y2rad ~ 10 -4. This is the amount of inertial mass 
in the radiation and thus is negligible compared with the estimates of the mass density 
in matter at the present epoch, Y2 --~ 0.1 - 1. We can therefore safely assume that our 
Universe is matter-dominated at the present epoch. Another useful figure is the number 
density of photons of the Microwave Background Radiation which is about 4.2 × l0 s m -z 
if T~ad = 2.75 K. 
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2 .6  T h e  T h e r m a l  H i s t o r y  o f  t h e  U n i v e r s e  

We now put together the above results to derive the thermal evolution of the Hot Big 
Bang. First, we have to estimate the major contributors to the inertial mass density of 
the Universe and this is found by comparing the inertial mass densities in matter and 
radiation. 

P r a d  _ aT4 ( z )  = 2.6 × 10-~(1 + z) (29) 
PmaUer /2pc(1 + Z)3C 2 Qh 2 

Thus, as discussed in Section 2.5.7, the Universe is expected to be matter-domlnated 
at redshifts z ~ 4 × 10aS2h 2 and the dynamics are described by the standard Friedman 

models of Section 2.4.1, R ec t2/3 provided ~23 >> 1. At redshifts z ~ 4 × 10412h 2, the 
Universe is radiatlon-dominated and then the dynamics are described by the solutions 
of Section 2.4.2, R oc t l /2 .  

Another important number is the present photon to baryon ratio. Assuming Trad : 

2.75 K, 
_ 3 .75  × 107 (30)  

Ns S2h 2 

If photons are neither created nor destroyed during the expansion of the Universe, this 
number is an invariant. This ratio is a measure of the factor by which the photons 
outnumber the baryons in the Universe at the present and is also proportional to the 
specific entropy per baryon during the radiation-dominated phases of the expansion. 

As shown in Section 2.4.2, the spectrum of the Microwave Background Radiation 
preserves its black body form during the expansion of the Universe but is shifted to higher 
photon energies and radiation temperatures by a factor (1 + z), T ( z )  = 2.75(1 + z) K, and 
the total energy density increases by a factor (1 + z) 4. We can therefore identify certain 
epochs which are of special significance in the temperature history of the Universe. 

2.6.1 The Epoch of  Recombinat ion  

At a redshift z ~ 1500, the radiation temperature of the Microwave Background Radi- 
ation Tr ~ 4000 K and theI1 there are sufficient photons with energies hu >_ 13.6 eV in 
the tail of the Planck distribution to ionise all the neutral hydrogen in the intergalactic 
medium. It may at first appear strange that the temperature is not closer to 150 000 
K at which temperature (hu I = k T  = 13.6 eV for the ionisation of neutral hydrogen. 
The important points to remember are that the photons far outnumber the baryons in 
the intergalactic medium and there is a broad range of photon energies present in the 
Planck distribution. It only needs about one in 10 s of the photons present to have en- 
ergy greater than 13.6 eV to have as many ionising photons as hydrogen atoms. This 
effect of ionisation or excitation occurring at somewhat lower temperatures than would 
be predicted by simply equating hv to k T  appears in a number of astronomical problems 
and is due to exactly the same feature of broad equilibrium distributions such as the 
Planck and Maxwell distributions - examples include the photoionisation of the regions 
of ionised hydrogen, the temperature at which nuclear burning is initiated in the cores 
of stars and the temperature at which dissociation of light nuclei by background thermal 
photons takes place in the early Universe. 

The result is that at redshifts z > 1500, the intergalactic gas is an ionised plasma 
and for this reason the redshift z~ = 1500 is referred to as the epoch of recombination. 
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The hydrogen is fully ionised and at earlier epochs, z ~ 6000, the helium is fully ionised 
as well. The most important result is that the Universe becomes opaque to Thomson 
scattering. This is the simplest of the scattering processes which impede the propagation 
of photons from their sources to the Earth through an ionlsed plasma. The photons are 
simply scattered without loss of energy by free electrons. It is useful to work out the 
optical depth of the intergalactic gas to Thomson scattering. It is simplest to write this 
in the form 

dt 
drT = aTNe(z)C-~zzdZ (31) 

where aT is the Thomson scattering cross-section aT = 6.665 × 10 -29 m 2. Detailed 
calculations of the ionisation state of the intergalactic gas with redshift are discussed in 
Section 5.4 where it is shown that the optical depth of the intergalactic gas becomes unity 
at a redshift very close to 1000. Let us evaluate this integral in the limit of large redshifts, 
assuming that the Universe is matter-dominated so that the cosmic-time redshift relation 
can be written dt/dz = -Hof2½z 5/2. Then, 

2 c aTPcY2½[z3/2 _ z~o/2] = O.04($2h2)½[z3/2 _ Zo3/2'J (32) 
TT ~-- 3 Ho m p  

It can be seen that the optical depth to Thomson scattering becomes very large as soon 
as the intergalactic hydrogen becomes fully ionised. The immediate result is that the 
Universe beyond a redshift of about 1000 becomes unobservable because any photons 
originating from larger redshifts are scattered many times before they are propagated to 
the Earth and consequently all the information they carry about their origin is rapidly 
lost. The net result is that there is a photon barrier at a redshift of 1000 beyond which 
we cannot obtain information directly using photons. We will return to the process of 
recombination and the variation of the optical depth to Thomson scattering in Section 
5.4 because this is a crucial topic in evaluating the observability of fluctuations in the 
Microwave Background Radiation. If there is no further scattering of the photons of the 
background radiation, the redshift of about 1000 becomes the last scattering surface and 
therefore it is the fluctuations imprinted on the radiation at this epoch which determine 
the fluctuations in the radiation temperature of the background radiation. 

2.6.2 The Epoch of  Equality of  Matter and Radiation Inertial Mass 
Densities 

At a redshift z = 4 × 104$2h 2, the matter and radiation make equal contributions to 
the inertial mass density and at larger redshifts the Universe is radiation dominated. 
The difference in the variation of the scale factor with cosmic epoch has already been 
discussed. There are two other important changes. First, after the intergalactic gas 
recombines, and specifically at redshifts z < 100, there is negligible coupling between the 
matter and the photons of the Microwave Background Radiation because all the matter 
is neutral. This statement would of course be incorrect if the intergalactic medium 
were ionised at some later epoch. At redshifts greater than 1000, however, there is no 
ambiguity about the fact that the intergalactic hydrogen is ionised and the matter and 
radiation have a very large optical depth for Thomson scattering as shown by equation 
(32). 
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If the matter and radiation were thermally uncoupled, they would cool indepen- 
dently, the hot gas having ratio of adiabatic indices 7 = 5/3 and the radiation 7 = 4/3. 
It is simple to show that these result in adiabatic cooling rates which depend upon the 
scale factor R as T,n (x R -2 and Tr (x R -1 respectively. We would therefore expect the 
matter to cool much more rapidly than the radiation. This is not the case, however, 
because the matter and radiation are coupled together by Compton scattering. In par- 
ticular, there are sufficient Thomson scatterings of the electrons by the photons of the 
background radiation that the Compton effect becomes important in maintaining the 
matter temperature at the same value as that of the radiation. 

The exchange of energy between photons and electrons is an enormous subject and 
has been treated by Weymann (1965), Sunyaev and Zeldovich (1980) and Pozdnyakov et 
al (1983). The equation for the rate of exchange of energy between a thermal radiation 
field at radiation temperature Tr and a plasma at temperature Te interacting solely by 
Compton scattering has been derived by Weymann (1965). 

tier = 4NeaTC~r ( k T e  - kTrad 
d-T -d / 

where e~ is the energy density of radiation. This equation expresses the fact that, if 
the electrons are hotter than the radiation, the radiation is heated up by the matter 
and, contrariwise, if the radiation is hotter than the matter, the matter is heated by 
the radiation. The astrophysical difference between the two cases arises because of the 
enormous difference in the number densities of the photons and the electrons N ~ / N ,  = 
3.75 × 107(~2h2) -1. Let us look at this difference from the point of view of the optical 
depths for the interaction of an electron with the radiation field and of a photon with 
the electrons of the intergalactic gas. In the first case, the optical depth for interaction 
of an electron with the radiation field is Te = a T c N T t  whereas that of the photon with 
the electrons is T~ = a T c N e t  where o" T is the Thomson cross-section and t is the age 
of the Universe. This means that it is much more difficult to modify the spectrum of 
the photons as opposed to the energy distribution of the electrons because in the time 
any one photon is scattered by an electron, the electron has been scattered many times 
by the photons. Another way of expressing this is to say that the heat capacity of the 
radiation is very much greater than that of the matter. 

We consider two uses of these formulae. In the first, we consider the heating of 
the electrons by the Compton scattering of the photons of the Microwave Background 
Radiation. The collision time between electrons, protons and atoms is always much 
shorter than the age of the Universe and hence, when energy is transferred from the 
radiation field to the electrons, it is rapidly communicated to the matter as a whole. This 
is the process by which the matter and radiation are maintained at the same temperature 
in the early Universe. Following Peebles (1968), let us work out the redshift to which 
Compton scattering can maintain the matter and radiation at the same temperature. At 
epoch t, the total energy transfer to the matter is (der /d t ) t .  When this is of the same 
order as the energy density in the radiation field, no more energy can be transferred 
and the heating ceases. At this point (T~ad -- T~)/Trad ~ 1 and hence the condition 
becomes 4 T r a d N e a T c t k / m e c  2 ~, 1. We can write Ne = llx~2h2(1 + z) 3 m-3where x 
is the degree of ionisation of the intergalactic gas. The thermal contact between the 
photons and the plasma is very strong up to the epoch of recombination and it is the 
heating after recombination which is of interest. We need the variation of x with redshift 
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following recombination to work out the redshift at which the heating ceases to maintain 
the matter and radiation at roughly the same temperature. Inspecting the tables for the 
ionisation of the intergalactic (see, e.g. Peebles 1968), we find that the decoupling occurs 
at a redshift z ~ 100 when x ..~ 10 -s. Thus, the Compton scattering process maintains 
the matter and radiation at the same temperature even at epochs well after the epoch 
of recombination. 

In the second case, we study the necessary condition for significant distortions of the 
spectrum of the Microwave Background Radiation to take place. If, by some process, the 
electrons are heated to a temperature greater than the radiation temperature and if no 
photons are created, the spectrum of the radiation is distorted from its black-body form 
by Compton scattering. The interaction of the hot electrons with the photons results in 
an average frequency change of A v / u  ~ kTe/mec 2. Thus, to obtain a significant change 
in the energy of the photon, A u / u  ~ 1, we require the Compton optical depth 

j xmee~ / 

to be one or greater. If we take Te = Tr(1 + z) K, we find that r = 1 at a redshift z = 
2 x 104(~h 2)-1/5. Thus, unless the temperature of the electrons is raised to temperatures 
very much greater than Tr(1 + z), significant distortions of the spectrum of the Microwave 
Background Radiation are expected to originate at redshifts z --~ 104. Sunyaev and 
Zeldovich (1980) have surveyed the different types of distortion which would result from 
large injections of thermM energy into the intergalactic gas at large redshifts. 

The second important effect is that the speed of sound changes rapidly with redshift 
at about this epoch. All sound speeds are roughly the square root of the ratio of total 
energy density to total mass density. More precisely, the speed of sound c~ is given by 

e s ~ -  
S 

where the subscript S means "at constant entropy" i.e. an adiabatic sound speed. The 
complication is that, from the epoch when the energy densities of matter and radiation 
are equal to beyond the epoch of recombination and the subsequent neutral phase, the 
dominant contributors to p and p change dramatically as the Universe changes from 
being radiation-dominated to matter-domlnated, the coupling between the matter and 
the radiation becomes weaker and finally the plasma recombines at redshifts of about 
1000. 

We can write the expression for the sound speed as follows: 

Cs ~ S 

So long as the matter and radiation are closely coupled, this can be written 

2 (z4)  

+ (0v) OT tad  m a t  

where the partial derivatives are taken at constant entropy. It is a useful exercise to show 
that this reduces to the following result: 



34 

C 2 4prad (35) a s 3 4prad + 3pmat 

Thus, in the radiation-dominated phases, z ~ 4 × 104~2h 2, the speed of sound tends to 

the relativistic sound speed, cs = c / v ~ .  However, at smaller redshifts, the sound speed 
decreases as the contribution of the inertial mass density in the matter becomes more 
important. After recombination, the sound speed is just the thermal sound speed of the 
matter which, because of the close coupling between the matter and the radiation, has 
temperature T ~ 4000 K at z -- 1500. 

2.6.3 Early epochs 

We can now extrapolate the Hot Model back to much earlier epochs. First, we can 
extrapolate back to redshifts z ~ 10 s when the radiation temperature increases to about 
Tr = 3 × 10 s K. These temperatures are sufficiently high for the background photons 
to have ~-ray energies. At this high temperature, the photons are energetic enough to 
dissociate light nuclei such as helium and deuterium. At earlier epochs, all nuclei are 
dissociated. We will study the process of primordial nucleosynthesis of the light elements 
in the next sub-section. 

At a slightly greater redshift~ z ~ 109, electron-positron pair production from the 
thermal background radiation becomes feasible and at a slightly earlier epoch the opac- 
ity of the Universe for weak interactions becomes unity. The Universe is flooded with 
electron-positron pairs, roughly one pair for every pair of photons present in the universe 
n O W .  

We can extrapolate even further back in time to z ~ 1012 when the temperature 
of the background radiation is sufficiently high for baryon-antibaryon pair production to 
take place from the thermal background. Just as in the case of the epoch of electron- 
positron pair production, the Universe is flooded with baryons and antibaryons~ roughly 
one pair for every pairs of photons present in the Universe now. 

We can carry on this process of extrapolation back into the mists of the early Universe 
as far as we believe we understand high energy particle physics. I show schematically 
in Fig. 14 the thermal history which comes out of the Hot Model. How far back one is 
prepared to extrapolate is largely a matter of taste. The most ambitious theorists have 
no hesitation in extrapolating back to the very earliest Planck eras~ t ~ 10 -44 s when the 
relevant physics is certainly very different from the physics of the Universe from redshifts 
of about 1012 to the present day. I will say very little about the very earliest phases but 
refer the brave and ambitious to the texts at the end of this chapter. 

2 . 7  N u c l e o s y n t h e s i s  i n  t h e  E a r l y  U n i v e r s e  

There are two good reasons for investigating this process in a little detail. First of 
all~ primordial nucleosynthesis provides one of the most important constraints upon the 
density parameter of matter in the form of baryons and this is a key part of our story. 
A second reason is that it provides an example of the decoupling processes which may 
be important for other types of unknown weakly interacting particles. We will find a 
qualitatively similar example when we study possible forms of the dark matter. 
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Fig.  14. The  thermal  history of the r~l ia t ion  tempera ture  of the Microwave Background Radiat ion 
according to the s tandard  Hot Big Bang. The radiat ion tempera ture  decreases as Tr cc R -1 except 
for abrup t  jumps  as different part icle-antipart icle pairs a~nihilate at k T  ,~, rnc 2 . Various impor tan t  
epochs in the s tandard  model are indicated. An approximate t ime scale is indicated along the top of 
the diagram. The  neutr ino and photon barriers ave indicated. In the s tandard  model, the Universe is 
optically thick to neutr inos and photons prior to these epochs. 

The basic physics is as follows. Consider a particle of mass m at very high tempera-  
tures such tha t  its total  energy is much greater  than  its rest mass  energy, kT  >> m c  2. If  
the timescales of the interactions which mainta in  this species in thermal  equil ibrium with 
all the other  species present at t empera ture  T are shorter  than  the age of the Universe 
at tha t  epoch, statistical mechanics tells us that  the equilibrium number  densities of the 
paxticle and its antipart icle are 

N = _N = 47rg [ ~  p2dp (36) 
h3 Jo c E / k T  ± 1 

where g is the statistical weight of the particle, p is its m o m e n t u m  and the -t- sign 
depends upon whether  the particles are fermions (+)  or bosons ( - ) .  I t  will be recalled 
that  photons  are massless bosons for which g = 2, nucleons and antinucleons are fermions 
for which g =2  and neutrinos are fermions which possess the helicity and hence g = 1. As 
a result, the following equilibrium number  densities N and energy densities ¢ are found: 

0 244(2~rkT~ 3 g = 2  N.~= . \ - - ~ c  ) cm-~ c = a T  4 

g 2 N + N -  0 (2~kT'~ 3 7 . . . .  183\  hc ) c m - 3  ~ =  aT4 

[27rkT'~ 3 - 3  g ----- 1 N = 0.091~ _---:----j cm ~ -= 7 a T e  
hc ] 16 

Photons  

Nucleons, Antinucleons 

Electron & Muon Neutrinos 
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To find the total  energy density, we have to add all the equilibrium energy densities 
together i.e. 

Total  Energy Density = ~ = x ( T ) a T  4 (37) 

When the particles become non-relativistic, k T  << m c  2, but  the thermal  abundance of 
the species are still maintained by interactions between the particles, the non-relativistic 
limit of the integral (36) should be taken. In this case, we find 

( m k T k  ~ _mc2/kT N = g ~ - ~ }  e (38) 

Let us look at the decoupling of protons and neutrons in the early Universe. We 
consider the case in which the neutrons and protons are non-relativistic, k T  << m c  2, but  
their equilibrium abundances are maintained by the electron-neutrino interactions 

e+ + n ~::~ p +  Pe v e + n v : ~ p + e  - (39) 

For the neutrons and protons the values of g are the same and so the relative abundance 
of neutrons to protons is 

: ox ( 

This abundance ratio fl'eezes out when the neutrino interactions can no longer maintain 
the equilibrium abundances of neutrons and protons. The condition for "freezing out" 
is tha t  the timescale for the weak interactions becomes greater than  the age of the 
Universe. The  timescale for the weak interactions is tweak :(aNc) -1 where a is the 
weak interact ion cross-section which is proport ional  to the square of the energy a c< E 2. 
N is the number  density of nucleons which decreases as the Universe expands as R -3. 
Since R o¢ T -1 and E c~ T, it follows that  the weak interaction cross section decreases 
as tweak oc. T -5 .  

This timescale has to be compared with the timescale of the expansion of the Uni- 
verse which is given by equation (22). We recall tha t  we now have to include all the 
contributors to the energy density of the Universe and so we have to use equation (37) 
for the relation between energy density and cosmic time. We therefore find 

3c 2 
= t -2 

= x ( T ) a T 4  327rG 

t c< T -2 

It can be seen that  the t ime scale of the weak interactions decreases much more rapidly 
with tempera ture  than  does the expansion t ime scale. Decoupling takes place when 
t = tweak. Substi tut ing a = 3 × l O - 4 9 ( E / m e c 2 )  2 m 2 into the above formula, we find that  
decoupling takes place at an energy kT ~ 1 MeV. Since the difference in rest masses of 
the neut ron and proton  corresponds to A m c  2 = 1.28 MeV, substi tut ing into equation 
(40), we find that ,  at a tempera ture  k T  = 1 MeV when the Universe is only 1 s old, the 
neutron fraction is 

_ -  
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Fig. 15. An example of the time and temperature evolution of the abundances of different light elements 
in the standard Hot Model of the Universe from detailed computer calculations by Dr. Robert Wagoner 
(1973). Before about 10 s from the origin of the model, no significant synthesis of the light elements 
takes pla~e because deuterium 2H is destroyed by hard 7-rays in the high energy tail of the black-body 
spectrum. As the temperature decreases, more and more of the deuterium survives and the synthesis of 
heavier light elements becomes possible through the reactions involved in the p-p chain 

p+n--~D D+D-+ SHe+n 3He+n-~T+p D+D--~T+p T+D--~ 4He+n 

Notice that the synthesis of elements such as D, 3He, 4He, rLi and rBe is completed after about 15 m. 

The neutron fraction does not decrease according to equation (40) after this epoch but  
only very slowly because the reactions (34) can no longer mainta in  the equil ibrium abun- 
dances. The  detailed calculations by Peebles (1966) quoted by Weinberg (1972) show 
tha t  after 300 s the neutron fraction has fallen to 0.123. It  is at this epoch tha t  the bulk 
of the format ion of the light elements takes place as shown in Fig. 15 (Wagoner  1973). 
In the nuclear reactions, almost  all the neutrons are combined with protons to form 4He 
nuclei so tha t  for every pair  of neutrons a helium nucleus is formed. The  predicted helium 
to hydrogen mass  rat io is therefore just twice the neutron fraction 

[4Hel 
t I J  

The  detailed evolution of the light elements during the epoch of nucleosynthesis illus- 
t ra ted  in Fig. 15 is the result of detailed calculations by Wagoner  (1973). It  turns out 
tha t  in addit ion to 4He which is always produced with an abundance  of about  24 to 25%, 
there are traces of the light elements deuter ium (D), helium-3 (3He) and l i thium-7 (TLi). 
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These are quite remarkable results. It has always been a great problem to understand 
why the abundance of helium is so high wherever it can be observed in the Universe. 
Its chemical abundance always appears to be greater than about 24% and it has been 
very difficult to account for this value by stellar nucleosynthesis. The problem is that in 
stellar nucleosynthesis the helium produced is rapidly converted into heavier elements. 
In addition, it has always been a mystery where the deuterium in the Universe could 
have been synthesised. It is a very fragile nucleus and is destroyed rather than created 
in stellar interiors. The same argument applies to the isotope of helium, SHe. It is 
remarkable that it is precisely these elements which are synthesised in the early stages of 
the Hot Big Bang. The reason is simple. In stellar interiors, nucleosynthesis takes place 
in roughly thermodynamic equilibrium over very long timescales whereas in the early 
stages of the Hot Big Bang the "explosive" nucleosynthesis is all over in a few minutes. 
The distinction is between stationary and non-stationary nucleosynthesis. 

Notice that the physics which determines the abundance of 4He is different from the 
synthesis of the other light elements. It can be observed from the above analysis that 
the synthesis of 4He is essentially thermodynamic, in that it is fixed by the ratio of neu- 
trons to protons when the neutrinos decouple from the nuclear reactions which maintain 
equilibrium between the protons and neutrons. In other words, the 4He abundance is a 
measure of the temperature of the Universe at the epoch of decoupling of the neutrinos. 
On the other hand, the abundances of the other light elements are entirely determined 
by how far through the p-p chain the reactions can proceed before the temperature falls 
below that at which nucleosynthesis can take place. Thus, in high density Universes, 
there is time for essentially all the neutrons to combine into deuterium nuclei which then 
combine to form 4tie nuclei. On the other hand, if the matter density is low, there is 
not time for all the intermediate stages in the synthesis of helium to be completed and 
the result is a much higher abundance of deuterium and ~He. Thus, the abundances of 
the deuterium and SHe are measures of the density of the Universe. This has been quan- 
tified by Wagoner's calculations which are displayed in Fig 16. It can be seen that for 
the standard Hot Big Bang, the 4He abundance is remarkably insensitive to the present 
mass density in the Universe, in contrast to that of the other light elements. 

The deuterium and SHe abundances provide strong constraints upon the present 
baryon density in the Universe. It is found that the deuterium abundance relative to 
hydrogen is always about [D/HI ~ 1.5 x 10 -5. Therefore, since we only know of ways 
of destroying deuterium rather than creating it, this figure provides a firm lower limit to 
the amount of deuterium which should be produced by primordial nucleosynthesis. In 
turn, this sets an upper limit to the present baryon density of the Universe. The figure 
which results from the most recent analyses is 

f2h 2 ~ 0.05 (41) 

Thus, even adopting a small value of h = 0.5, it is apparent that this argument strongly 
suggests that baryonic matter cannot close the Universe. This will prove to be a key part 
of the story of the problems of galaxy formation. 

To repeat a point we have made earlier, this same type of decoupling process is 
used in calculating the abundances of massive neutrino-like particles which might have 
been present in equilibrium in the early Universe. It turns out that particles with mass 
about 1 - 10 GeV could have been present in the early Universe and that, making 
reasonable assumptions about the cross-sections for interaction of these particles and 
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their antiparticles, sufficient of them could survive to close the Universe now. We will 
re turn  to this topic later. 

Another  point of interest is that ,  as a by-product  of the above analysis, we have 
derived the epoch at which the Universe becomes opaque to neutrinos. Just  as there is a 
barrier for photons at a redshiff of about  1000, so there is a neutr ino barr ier  at an energy 
k T  ~ I MeV. This means that ,  if it were possible to undertake neutr ino astronomy, we 
would expect the background neutrinos to be last scattered at the epoch corresponding 
to k T  = I MeV. 
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Fig. 16. The predicted primordial abundances of the light elements compared with their observed abun- 
dances. The present density of the Universe is shown along the abscissa. The observed abundances are 
in reasonable agreement with models which have Y2h ~ < 0.05. This value is significantly smaller than 
the closure value ~ = 1 (after Audouze 1987). 

There is an interesting piece of physics associated with the evaluation of the thermal  
tempera ture  of this neutrino background. We have shown above that  the weak inter- 
actions maintain the equilibrium abundances of the neutrons and protons until k T  ,.~ 1 

MeV. Prior to this epoch, the photons, neutrinos, electrons and their antiparticles are 
the only species which are relativistic and they all have the same thermal  temperature.  
t/owever, at an energy k T  ,.~ 0.5 MeV, the electrons and positrons annihilate creating 
7-ray photons.  These high energy photons are rapidly thermalised by Compton scatter- 
ing and so the thermal  tempera ture  of the radiation becomes greater than that  of the 
neutrinos. The expansion is adiabatic and so the thermal  temperatures  of the neutrinos 
and photons can be worked out assuming all the entropy of the electrons and positrons is 
transferred to the radiation. The net result is that ,  if the radiation tempera ture  is 2.75 
K at the present epoch, the temperature  of the neutrinos is expected to be (4/11)1/3 of 
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this value, i.e. T~ = 1.96 K. This would be the temperature of the neutrino background 
which should be detectable and which was last scattered at the epoch when kT ~ 1 MeV 
i.e. t ~ 1  s. 

There is one other important point about the influence of the neutrinos upon the 
dynamics of the Universe. We notice that the dynamics during the radiation-dominated 
phase is determined by the total inertial mass density of massless particles and this should 
include the neutrinos. In fact, throughout the radiation dominated phase from kT ,,~ 1 
MeV to the epoch of equality of the energy densities of massless and cold matter, the 
appropriate value of X is 1.7. This has the effect of changing slightly the dynamically 
important epochs described in Section 2.6. 

2.8  C o m m e n t  

This introduction has proved to be much longer than might have been expected. The 
reason is that many of the conclusions about the problems of galaxy formation are in- 
timately related to features of the standard Hot Model. In addition, we have been able 
to develop a number of very useful tools which will clarify many of the pieces of physics 
needed in the succeeding Sections. Everything which we have said so far is no more 
than the background against which we now wish to tackle the theory of the formation of 
galaxies. 

3 The  Evo lu t ion  of  F luc tuat ions  in the  Standard Hot  
Big  B a n g  

Galaxies are complex systems but the aim of the cosmologist is not to explain all their 
detailed features. It is the job of the astrophysicist to explain the detailed astrophysics of 
galaxies and how they evolve. The aims of the cosmologist who studies the processes of 
galaxy formation are much more modest. The goal is to explain how it is that large scale 
structures can form in the expanding Universe in the sense that regions of overdensity 
gp/p can reach amplitude 1 from initial conditions which must have been remarkably 
isotropic and homogeneous. Once the initial perturbations have grown in amplitude to 
~p/p ,,~ 1, the growth of the perturbation becomes non-linear and it rapidly evolves to- 
wards a bound structure during which star formation and other astrophysical phenomena 
lead to galaxies as we know them. The cosmologist's objective is therefore to account for 
the initial conditions necessary for the formation of galaxies and other large scale struc- 
tures in the Universe. In its simplest form, the cosmologist therefore seeks to explain 
how fluctuations can grow to amplitude ~p/p ~ 1 in the expanding Universe. This may 
appear to be a rather modest goal but it turns out to create one of the most difficult 
problems of modern cosmology. Indeed, this is yet one more problem for which we are 
forced to investigate seriously processes in the very early Universe. 

We can make a convincing case that structures such as galaxies, clusters and other 
large scale structures must have formed relatively late in the Universe. We can deduce 
this from the typical mean densities of these objects now. Roughly speaking, the density 
contrasts ~p/p for galaxies, clusters of galaxies and superclusters are ,,~ 106, 1000 and 
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a few respectively. Since the density of matter in the Universe changes as (1 + z) 3, it 
follows that galaxies could not have separated out as discrete objects at redshifts greater 
than about 100, and the corresponding redshifts for clusters and superclusters are z ,,~ 10 
and 1 respectively. We conclude that the galaxies and larger scale structures must have 
separated out from the expanding gas at redshifts less than 100 which is well into the 
matter dominated phase of the Hot Big Bang. This is in itself an important conclusion 
since it means that galaxies as we know them were not formed in the inaccessible remote 
past but in the redshift range which should in principle be observable. We will also find 
that this observation is consistent with theoretical arguments about the epochs when 
large scale baryon perturbations could have begun to collapse in the conventional Hot 
Big Bang. These conclusions provides the motivation for studying how small density 
perturbations grow in the expanding Universe. 

3 .1  T h e  N o n - r e l a t i v i s t i c  W a v e  E q u a t i o n  f o r  t h e  G r o w t h  o f  S m a l l  

P e r t u r b a t i o n s  i n  t h e  E x p a n d i n g  U n i v e r s e  

The analysis which follows is one of the classics of theoretical astrophysics. The origin of 
the problem of the growth of small perturbations under gravity dates back to the work of 
Jeans in the first decade of this century and then to a classic paper by Lifshitz in 1946. 

The problem gets off to a very bad start. Let us first write down the standard equa- 
tions of gas dynamics for a fluid under gravity. These consist of three partial differential 
equations which describe the conservation of mass, the equation of motion for an element 
of the fluid and the equation for the gravitational potential in the presence of a density 
distribution p. These axe: 

Op 
Equation of Continuity: -~  + V.(pv) = 0 (42) 

Ov 
Equation of Motion: - ~  + (v.V)v = - 1 V p -  V¢ (43) 

P 
Gravitational Potential : V2¢ = 47cGp (44) 

Let us recall the meaning of these equations. They describe the dynamics of a fluid 
of density p and pressure p in which the velocity distribution is v. The gravitational 
potential ¢ at any point is given by Poisson's equation (44) in terms of the density 
distribution p. It is important to remember exactly what the partial derivatives mean. 
In equations (42), (43) and (44), the partial derivatives describe the variation of the 
quantities at a fixed point in space. These coordinates are often referred to as Eulerian 
coordinates. There is another way of writing the equations of fluid dynamics in which 
the motion of a particular fluid element is followed. These are known as Lagrangian 
coordinates. Derivatives which follow the fluid element are written as total derivatives 
d/dt and it is straightforward to show that 

d 0 
- + ( v . V )  (45) 

dt cot 

This is a well-known result and the proof may be found in TCP, Appendix to Chapter 5. 
Notice also the operator (v.V). There is no ambiguity when this operator is used with 
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a scalar quantity. When it operates upon a vector quantity, it means that  the derivative 
v=O/Ox + vycO/Oy + v=O/Oz should be taken for each component of the vector. 

The equations of motion can therefore be writ ten in Lagrangian form in which we 
follow the behaviour of one element of the fluid. 

dp 
- pv.  (46) 

dt 

dv _ 1 V p _  V¢  (47) 
dt p 

V2¢ = 4~rGp (48) 

Notice that ,  for the cosmological problem we are analysing, we can think of the equations 
(46), (47) and (48) as being writ ten in comoving form - i.e. the behaviour of a part icular  
element of the expanding Universe is followed rather  than what would be observed if one 
sat at a fixed point in space and watched the Universe expand past it. Notice that  in 
deriving (46) we have used the identi ty V.(pv)  = pV.v  + v .Vp.  

It is s tandard  practice now to establish the zero order solution for the unper turbed  
medium i.e. a uniform state in which p and p are the same everywhere and v = 0. 
Unfortunately this solution does not exist. Equation (46) shows that  if everything is 
uniform and the velocity is zero, we only obtain solutions if p = 0! This is a bit of a 
problem since it means that  there is no static solution with finite density and pressure. 
This is a worry for those who insist upon mathematical  rigour. We will find a way of 
circumventing this problem later. 

Fortunately,  we want to t reat  the growth of fluctuations in an expanding medium 
and this eliminates this part icular  problem. We are interested in the zero order solutions 
for the velocity v, the density p, the pressure p and the gravitational potential  ¢. The 
zero order solutions are v0, p0, p0 and ¢0 and these satisfy the above equations (46), (47) 
and (48). 

dp0 
-- -p0V.v0  (49) 

dt 

dr0  _ 1 Vp0 - V¢0 (50) 
dt Po 

V2¢0 = 4~rGpo (51) 

The next step is to write down the equations with first order per turbat ions  so that  
we write 

v=v0+ v p=p0+ p p=p0+ p (52) 

These are subst i tuted into equations (46), (47) and (48). The equations are expanded 
to first order in small quantities and then equations (49), (50) and (51) are subtracted 
from each of them in turn.  From the subtraction of (49) from (46), we find 

= -v. v (53) 
dt \ po / 

The quanti ty A = ~P/Po is often referred to as the density contrast  and it is the growth 
of A with cosmic epoch which is the subject of the present exercise. 



43 

To make progress with equation (47), we first note the following expansion for 5v: 

d(v0 + 5v) 0v0 d(bv) 
dt -- 0~- + (v0.V)v0 + ~ + (bv.V)v0 (54) 

This relation is found by expanding dv/dt to first order in small quantities using equation 
(45). In expanding the right hand side of equation (50), we assume that the initial state 
is homogeneous and isotroplc so that Vp0 = 0 and Vp0 = 0. We then find when we 
subtract equation (50) from (54), 

d(~v___)) 1 
+ ( ~ v . v ) v 0  = - ~ V ~ p  - v 5 ¢  (55) 

dt Po 

The third equation results from the subtraction of equation (51) from equation (48). 
Because of the linearity of Poissoll'S equation (48), we find 

V25¢ = 4~rG~p (56) 

Equations (53), (55) and (56) are the key differential equations in the present analysis. 
We now look at the case of perturbations in the expanding Universe. It is convenient 

to write the distances in terms of comoving coordinates by writing x = R(t)r  where r is 
eomoving coordinate distance and R(t) is the scale factor. We can therefore write 

5x = ~(n( t )r )  = r*R(t) + n ( , ) , r  

Therefore the velocity can be written 

v = 5x/bt = dR dr --~r + n(t)-d- i 

Thus, we can identify v0 with the Hubble expansion term (dR/dt)r and the perturbation 
to the Hubble flow 6v with the term R(t)(dr/dt). It is convenient to write the perturbed 
velocity as R(t)u so that u is the perturbed comoving velocity. Equation (55) therefore 
becomes 

~ ( R u )  + ( R u . V ) n r 0  = - - V ~ ¢  (57) !V~p 
P0 

It will prove to be a convenience to write the derivatives with respect to the comoving 
coordinate r rather than x so that d/dx = (1/R)d/dr. I will write the differentials with 
respect to comoving coordinates as V~. Therefore, since (Ru.V)/~r = u/~, equation (57) 
becomes  

d--/+ 2 u - Vcbp - (58) poR2 ~-~Vc5¢ 

Now, let us consider adiabatic perturbations in which the perturbations in pressure 
and density are related to the adiabatic sound speed c 2 , by 5p/bp = c28. Thus, Sp can be 
replaced by c,25p in equation (58). We now combine equations (53) and (58) by taking 
the divergence (in comoving coordinates) of equation (58) and the time derivative of 
equation (53). 
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Therefore 

dr: = - V o . ~  

d2A h dA c] 
+ = p0R2 + (60) 

We now seek wave solutions for A of the form A c( exp i(k~.r - wt) and hence derive 
a wave equation for A. 

dt--T + 2 -~  
where kc is the wavevector in comoving coordinates. The proper wavevector k is related 
to kc by kc = Rk. Equation (61) is the result we have been seeking and from it fol- 
low a number of important conclusions. I make no apology for deriving equation (61) 
in somewhat boring detail because it is as important as any equation in astrophysical 
cosmology. 

3 .2  T h e  J e a n s  ~ I n s t a b i l i t y  

Let us first of all return to the problem originally studied by Jeans. We obtain the 
differential equation for gravitational collapse in a static medium by setting /~ = 0 in 
equation (61). Then for waves of the form A = A 0 exp i (k . r -wt ) ,  the dispersion relation 
is 

w 2 = c2~k 2 - 47rGpo (62) 

It is intriguing that this relation was first derived by Jeans in 1902. The corresponding 
equation in the electrostatic case was derived by Langmuir in the 1920s and describes 
the dispersion relation for longitudinal plasma oscillations 

~2 = c~k2 + N~c___~ 2 
meeo 

where N~ is the electron density and m~ is the mass of the electron. The formal simi- 
larity of the physics may be appreciated from comparison of the attractive gravitational 
acceleration in a region of mass density p0 and the repulsive electrostatic acceleration in 
a region of electron charge density Nee.  The equivalence of - G p o  and Nee2/4Zreome is 
apparent. 

The dispersion relation (62) describes oscillations or instability depending upon the 
sign of its right-hand side. 

(a) If c2k 2 > 47rGpo, the right-hand side is positive and the perturbations are oscillatory~ 
i.e. they are sound waves in which the pressure gradient is sufficient to provide sup- 
port for the region. Writing the inequality in terms of wavelength~ stable oscillations 
are found for wavelengths less than the critical Jeans ~ wavelength Aj 
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(b) If c2k 2 < 47rGpo, the right-hand side is negative, corresponding to unstable modes. 
The solutions can be written 

where 

A = A 0 exp(Ft + ik.r) 

A2/J 

Notice that the positive solution corresponds to exponentially growing modes. For 
wavelengths much greater than the Jeans' wavelength, the growth rate F becomes 
-4-(4rrGp0) ½. Thus, the characteristic growth time for the instability is 

= r = (4 apo)-½ (Gpo)-½ 
This is the famous Jeans ~ Instability and the time scale T is the typical collapse time 
for a region of density P0. Notice that the expression for the Jeans' length is just 
the distance a sound wave travels in a collapse time. 

The physics of this result is very simple. The instability is driven by the self-gravity 
of the region and the tendency to collapse is resisted by the internal pressure gradient. We 
can easily derive the Jeans' instability criterion by considering the pressure support of a 
region of internal pressure p, internal densityp and radius r. The equation for hydrostatic 
support for the region can be written 

@ apM(< r) 
dr r 2 

To order of magnitude, @ ~ d r  .~ - p / r  and M ~ pr ~. Therefore, since c 2 ~ p /p ,  the 
critical scale is r ~ c ~ / x / ~ .  Thus, the Jeans' length is the scale which is just stable 
against gravitational collapse. If the region were any larger, the gravitational forces 
would overwhelm the internal pressure gradients and the region would collapse under 
gravity. This classical Jeans' instability is almost certainly of central importance for the 
processes of star formation in galaxies. 

3.3 T h e  Jeans '  Ins tabi l i ty  in an E x p a n d i n g  M e d i u m  

We now return to the full version of equation (61). 

( 6 1 )  

The second term 2 ( R / R ) ( d A / d t )  modifies the classical Jeans' analysis in crucial ways. It 
is apparent from the right-hand side of equation (61) that the Jeans' instability criterion 
applies in this case also but the growth rate is significantly modified. Let us work out 
the growth rate of the instability in the long wavdength limit A >> Aj in which case we 
can neglect the pressure term c2sk 2. We therefore have to solve the equation 

dt--- 5- + 2 -d-t- = 4 r G p ° A  (64) 
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Ra the r  than  deriving the general solution, let us consider the special cases Y2 = 1 and 
3 -~ $2 = 0 for which the scale f a c t o r - c o s m i c  t ime relations are R = (~Hot)3 and R = Hot 

respectively. 

1. $2 = 1 In this case, 

2 /~ 2 
4rGp = 3t 2 and R -- 3t 

Therefore  
d2A 4 dA 2 
dt ----~- + 3t dt 3t2A = 0 (65) 

Because of the power-law dependence upon  t,  we seek power-law solutions of the 
form A = at n. Subst i tut ing into equation (65), we find 

n(n - 1 )  + 4n - 23 = 0 

which has solutions n = ~ and n = - 1 .  The  la t ter  solution corresponds to a 
2 solution corresponds to the growing mode  we axe seeking decaying mode.  The  n = 

A cx t~ ~ R = (1 + z) -1 .  This is the key result 

gp 
- -  o¢ (1 + z )  - 1  ( 6 6 )  
P 

In contrast to the exponential growth found in the static case, the growth of the 
per tu rba t ion  in the case of the expanding Universe is algebraic. This is the origin 
of the problems of forming galaxies by gravi ta t ional  collapse. 

2. ~2 = 0 In this case, 

and hence 

p = 0 and 
R t 

d 2 A 2 dA 
- -  + - -  0 ( 6 7 )  
dt 2 t dt 

Again, seeking power-law solutions of the form A = at n, we find n = 0 and n = - 1  
i.e. in this case there is a decaying mode and one of constant  ampl i tude  A = 
constant .  

These simple results describe the evolution of small ampl i tude  per turba t ions ,  ~p/p << 
1. In the early stages of the ma t t e r -domina ted  phase, the dynamics of the world models 
approx imate  to the Einstein-de Sitter model,  R ~ t 2/3 and so the a m p h t u d e  of the density 
contrast  grows linearly with R. In the late stages, when the Universe may  approx imate  
to the ~2 = 0 model,  the ampl i tude of the per turba t ions  grow very slowly and in the limit 
~2 = 0 does not grow at all. This last result is not part icular ly surprising since if ~ = 0 
there is no gravi ta t ional  driving force to make the per tu rba t ion  grow! 

The  physical reason for this behaviour  can be unders tood f rom consideration of 
the dynamics  of the Fr iedman world models. We demons t ra ted  in Section 2 how the 
dynamics of these models could be unders tood in te rms of a simple Newtonian model.  
We can model  the development of a spherical per tu rba t ion  in the expanding Universe 
by embedding a spherical region of density p + 6p in an otherwise uniform Universe of 
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density p. Using the same logic as in Section 2.4, the spherical region behaves like a 
Universe of slightly higher density. We can therefore use equation (12) for which it is 
straightforward to derive a parametric solution 

where 

R = a(1 - cos 8) t = b(8 - sin 8) (68) 

Therefore 
6"p _ 3 (f2 - 1)R (72) 
p 5 ~2 

This result shows why the perturbation grows only linearly with cosmic epoch. The 
growth corresponds to the slow divergence between the variation of the scale factors with 
cosmic epoch of the model with ~2 = 1 and one with slightly greater density. 

This model has another very great merit in that  it demonstrates dear ly  that  this 
law of growth of the perturbations applies to fluctuations on any physical scale, including 
those of wavelength greater than the scale of the horizon, r > ct. This follows from the 
same reasoning which we used in discussing the global dynamics of the Universe in Section 
2.4.1. If a perturbation is set up on a scale greater than the horizon, it behaves just like 
a closed Universe and the amplitude of the fluctuation grows according to 5p/p o~ R. 

/2 /2 
a - and b - 

- 1) 2H0(  - 
The trick is now to look at solutions for small values of 8, corresponding to early epochs 

1 2 of the matter-domlnated phase. Expanding to first order in 8, cos8 = 1 - ~8 , sin8 = 
8 - ~8 ~, we find the solution 

R = ~ (3Hot~ ~ (69) 
\ 2 ] 

This solution corresponds to the conclusion derived from equation (18) that ,  in the early 
stages, the dynamics of the world models tend towards those of the Einstein-de Sitter 
model, $2 = 1, i.e. R c< t~, but with a different constant of proportionality. 

Now let us look at a region of slightly greater density embedded within the back- 
ground model. To derive this behaviour, we expand the expressions for R and t to higher 

1 5 order in 8, cos8 = 1 - ½82 + ~ 8 4 . . .  , sin8 = 8 - 383 + 1--~-68 . . .  This solution follows 
in exactly the same manner as equation (69) 

R = (3got  [1 - 1 6t 

From this, we can immediately write down an expression for the evolution of the density 
of the model with cosmic epoch 

3 - 1)R ] 
p(R) = v0R-" [1 + 5 ( ff (71) 

J 

Notice that  if ~2 = 1, there is no growth of the perturbation. The density perturbation 
may be considered to be a mini-Universe of slightly higher density embedded in the ~ = 1 
model. Therefore, taking the density contrast to be the difference between the model 
with ~ > 1 and the critical model f2 = 1, we find 

5~ = p(R) - p0(R) 

p po(R) 
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3.4 T h e  E v o l u t i o n  o f  P e c u l i a r  V e l o c i t i e s  in t h e  E x p a n d i n g  
U n i v e r s e  

The development of velocity perturbations in the expanding Universe can be derived from 
equation (58). Let us look at the case in which we can neglect the pressure gradients so 
that  the velocity perturbations are driven by the potential gradient 6¢. 

-~- + 2 u = -~-~-V,6¢ (73) 

Let us divide the velocity perturbations into those parallel and perpendicular to the 
gravitational potential gradient, u = Ult + u± where Ull is parallel to V~6¢. The compo- 
nent associated with Ull is often referred to as potential motion since it is driven by the 
potential gradient. On the other hand, the perpendicular component u± is not driven by 
potential gradients and corresponds to vortex or rotational velocities. We will consider 
the development of the velocity perturbations under the influence of the growing modes. 

Rotational Veloeltles First of all, let us consider the rotational component u±.  Equa- 
tion (73) reduces to 

d-T" + 2 u± = 0 (74) 

The solution of this equation is straightforward u± c< R -2. We recall that  u± is a 
comoving perturbed velocity and the proper velocity is v± = R u ±  c~ R -1 . Thus,  the ro- 
tational velocities decay as the Universe expands. This is no more than the conservation 
of angular momentum in an expanding medium, m v r  = constant. This poses a grave 
problem for models of galaxy formation which involve primordial turbulence. The rota- 
tional turbulent velocities decay and there must be further sources of turbulent energy 
if the rotational velocities are to be maintained. 

Potential  Motions The development of potential motions is most directly derived 
from equation (53) 

dA 
- -  = - v . 6 v  ( 5 3 )  
dt 

The peculiar velocity vii is parallel to the wave vector of the perturbation A = 
A0 exp i(k.x - w t )  = A0 exp i(ke.r - wt) .  It can be seen that  the divergence of the 
peculiar velocity is just proportional to the rate of growth of the density contrast. Using 
comoving derivatives, equation (53) can be rewritten 

dA 1 
- -  - - V o ( R U )  = - i k c . u  

dt R " " 

R d A  
Ivlll = k~ dt 

i.e. 

(75) 

Notice that  we have written this expression in terms of the comoving wave vector kc 
which means that  this expression describes the evolution of a particular perturbation 
with cosmic epoch. Let us consider separately the cases J2 = 1 and 12 = 0. 

(1) ~2 = 1 As shown above, in this case A ---- A o ( t l t o ) 2 / 3  and R = (3Hot12)21 ~ and 
hence 
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= 0(1 + (76) 

where (6P/P)o is the density contrast at the present epoch. This calculation shows 
how the peculiar velocities grow with cosmic time in the critical model, ~v cx t½. In 
addition, it can be seen that the peculiar velocities are driven by both the amplitude 
of the perturbation and its scale. Equation (76) shows that, if ~p/p is the same on 
all scales, the peculiar velocities are driven by the smallest values of k, i.e. by 
the perturbations on the largest physical scales. Thus, local peculiar velocities can 
be driven by density perturbations on the very largest scales which is an important 
result for understanding the origin of the peculiar motion of the Galaxy with respect 
to the frame of reference in which the Microwave Background Radiation is 100% 
isotropic and of the various types of large-scale streaming velocities reported recently. 

(2) /2 = 0 In this case, it is simplest to proceed from equation (58) in which there is no 
driving term in the equation 

-~-~- + 2 u = O  

The solution is the same as that for u± given above, i.e. vii ~ R -1 , i.e. the peculiar 
velocities decay with time. 

These solutions provide us with the general rules for the evolution of peculiar veloc- 
ities in the expanding Universe. So long as /2z >> 1, the velocities driven by potential 
gradients grow as t½ but at redshifts C2z << 1, the velocities decrease. For a given value 
of /2 ,  there is a redshift at which the peculiar velocities of galaxies selected randomly 
from the general field has a maximum value and, if this could be measured, an estimate 
of/2 would be obtained. 

3 . 5  T h e  R e l a t i v i s t i c  C a s e  

We have to investigate next the case of a relativistic gas because, in the early stages of 
the radiation-dominated phase of the Hot Big Bang, the primordial perturbations are 

] is in a radiation-dominated plasma for which the relativistic equation of state p = ge 
applicable. We therefore require the relativistic generalisations of equations (46), (47) 
and (48). Equation (46), the equation of continuity, becomes an equation describing the 
conservation of energy. There is no simple way of demonstrating this except by using 
the general energy-momentum tensor for a fully relativistic gas. The equation of energy 
conservation becomes 

d ( P  + = 

1pc 2 into equation (77), we derive the relativistic continuity equation Substituting p = 

dp_ 
dt 4P(V'v) (78) 

The differential equation for the gravitational potential ¢ becomes 
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V2¢ = 4 r a ( p  + ~2) (79) 

For a fully relativistic gas, this becomes 

V2¢ = 87~Gp 

Finally, the expression for the acceleration of an element of the fluid in the gravitational 
potential ¢ remains the same as before 

dv 
d-7 = - r e  (80) 

where the pressure gradient term has been neglected. The net result is that the equation 
for the evolution of the perturbations for a relativistic gas are formally of exactly the same 
form as for the non-relativistic case but with slightly different constants. Therefore, an 
analysis essentially identical to the one we have carried out in Sections 3.1 to 3.4 applies 
in the relativistic case as well. 

Going through the same analysis as before, neglecting the pressure gradient terms, 
we find the following differential equation for the growth of the instability 

dr--- 7- q- 2 dt 3 (81) 

This equation is formally identical to equation (64). Using exactly the same approach 
as in Section 3.3, we seek solutions of the form A = at n, recalling that in the radiation- 
dominated phases, the scale factor-cosmic time relation is given by equation (22) in 
which R c< t½. Going through precisely the same procedure, we find solutions n = 4-1. 
The growing solution corresponds to 

n t R 2 (1 + z) -2 (82) 

Thus, once again, the unstable modes grow algebraically with cosmic time. It will be 
noted again that nowhere does the analysis describe the scale of the perturbation relative 
to the horizon scale. 

3.6 T h e  E v o l u t i o n  o f  Ad iabat i c  F l u c t u a t i o n s  in t h e  S t a n d a r d  Hot  
Big B a n g  

We now have all the information we need to discuss the simplest case, that of the evolution 
of adiabatic perturbations in the standard Hot Big Bang model. We need the following 
information: 

(1) The Jeans ~ length is the maximum scale for stable fluctuations at any epoch and is 
given by the distance a sound wave can travel in a collapse time at that epoch. 

(2) The horizon scale is the maximum distance over which information can be commu- 
nicated at a particular cosmic epoch t and hence is just r H  ~ ct. 

(3) The growth rates of the unstable models are algebraic with epoch. In the matter- 
dominated phase, the perturbation grows as R so long as £2z >> 1. The growth is 
much slower at smaller redshifts and becomes zero in the limit Y2 = 0. In the early 
radiation-dominated phases, the growth rate is algebraic with A o¢ R 2. 
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Let us use these general rules to study the evolution of per turbat ions of different 
masses in the s tandard model. Although there is some ambiguity about  how to relate 
the wavelength Aj to the mass of the object which ult imately forms from it, we .will use 
for illustrative purposes the concept of the Jeans '  mass which is the mass of baryons 
contained within a region of radius Aj, Mj = (47rA~/3)pB. The expectat ion is that  this 
is roughly the ul t imate mass of the object which forms from a per turbat ion  of this scale. 

Let us consider first of all the radiat ion-dominated phases. The mass density in 
baryons is PB = 1.88 X 10-26y2Bh2(1 + z) 3 kg m -3 where ~S is the density parameter  
in baryons at the present epoch. The Jeans'  length in the radiat ion-dominated phase is 

where p is the total  mass density including both photons and neutrinos i.e. p = 4.81 x 
10 -31X(1 + z) 4 kg m -3, recalling that  X = 1.7 when the neutrinos are taken into account. 
Therefore, the Jeans '  mass in the early stages of the radiation dominated phase, z >> 
4 ×  104Qh 2, is  

Mj = 2.8 x 103°z-3~2Bh2M® (83) 

There are several impor tant  conclusions which can be derived from this result. The 
first is that  the Jeans '  mass grows as Mj c¢ R 3 as the Universe expands. Thus~ the 
Jeans '  mass is one solar mass M® at a redshift z = 101° and increases to the mass of a 
large galaxy M = 1011M® at redshift z = 3 x 106. The second conclusion follows from 
a comparison of the Jeans'  length with the horizon scale r H = ct. Using equation (22), 
the horizon scale can be written 

r H = c t  = ~ and ~ j  = C\3Gp ] 

It is apparent  that~ in the radiation dominated phase, the Jeans'  length is of the same 
order as the horizon scale. 

The physical meaning of these results is clear. If we consider a per turbat ion  of 
galactic mass, say M = 1011M®, in the early stages of the radiat ion-dominated phase, 
its scale far exceeds the horizon scale and hence the amplitude of the per turbat ion  grows 
as R -2. At a redshift z ~ 3 × 106, the per turbat ion enters the horizon and, at the 
same time, the Jeans'  length becomes larger than the scale of the per turbat ion.  The 
per turbat ion  is therefore stable against gravitational collapse and becomes a sound wave 
which oscillates at constant amplitude. As long as the Jeans'  length remains greater than 
the scale of the per turbat ion,  the per turbat ion does not grow in amplitude. 

The variation of the Jeans '  mass with redshift is shown in Fig. 17. The variation of 
the sound speed with redshift has been included in these calculations. At the epoch of 
equality of the rest mass energies in mat ter  and radiation~ the sound speed becomes less 
than the relativistic sound speed c/v~ according to equation (35). It is an interesting 
question whether  or not there exists this regime prior to the epoch of recombination. 
According to the analysis of Section 2.6, if ~ were as low as 0.1 and h = 0.5, the epoch 
of equality of the mat te r  and radiation energy densities would occur about  a redshift of 
1000, the epoch of recombination. In this case, there would be a precipitous drop in the 
appropriate sound speed from c/v~ to the thermal sound speed of a gas at 4000 K. If the 
values of Y2 and h are greater than these values, this intermediate regime would exist and 
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Fig .  17. The evolution of the Jeans '  mass with scale factor. Also shown is the evolution of the mass 
scales which are damped by photon diffusion. The dependences of various scale lengths upon scale factor 
are shown. 

the appropriate  sound speed is c8 = e(4p~ad/9pB)½ and the mass density variation with 
scale factor is p c< R -3. A simple calculation shows that  the Jeans '  mass is independent  
of scale factor (or redshift) until the epoch of recombination. 

The next crucial epoch is the epoch of recombination when the primordial  plasma 
recombines and there is an abrupt  drop in the sound speed. The pressure within the 
per turbat ion  is no longer provided by the radiation but  by the internal  thermal  pressure. 
Because of the close coupling between the mat te r  and radiation even at the redshift of 
1500, the mat te r  and radiation temperatures  are more or less the same. This means that  
the appropriate  sound speed is the adiabatic sound speed for a gas at t empera ture  4000 
K. The sound speed is therefore cs = (hkT/3mH)~ and the Jeans'  mass 

4 r  ~ - y 
Mj = y Pe  = 106(S2h2)-½M® (84) 

Thus,  the Jeans '  mass drops abruptly to masses much less than typical galactic masses. 
This means that  all per turbat ions with mass greater than about  106 M® grow according 
to A c< R until  Oz ~ 1. It is intriguing to note that  the Jeans '  mass immediately 
following recombination corresponds roughly to the mass of globular clusters which are 
known to be the oldest stellar systems in our Galaxy. 

The  evolution of the Jeans'  mass following recombination depends strongly upon the 
subsequent thermal  history of the gas. If the gas continued to cool adiabatically as the 
Universe expands, T o¢ R -2, the Jeans'  mass would decrease as Mj c< R -1-5. However~ 
it is unlikely that  the gas cools in this simple fashion. We know that  the intergalactic 
gas is very highly ionised at epochs corresponding to z ~ 4 from the absence of Lyman-a  
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absorption in the spectra of distant quasars and so the intergalactic gas must  have been 
strongly heated at some epoch between z = 1500 and z = 4. 

3 . 7  Dissipation Processes  in the P r e - R e c o m b i n a t i o n  P h a s e s  o f  

the Hot Big Bang 

To complete our discussion of the physics of adiabatic baryonic fluctuations in the stan- 
dard model, dissipative processes in the radiat ion-dominated phase have to be considered. 
As we have discussed above, the mat ter  and radiation are closely coupled in the radiation 
dominated phases but  the coupling is not perfect and the radiation can diffuse out of the 
the fluctuations. Since the radiation provides all the pressure support  for the perturba-  
tion, the net result is that  the per turbat ion is damped out if the radiation can diffuse out 
of the fluctuation. This process was first described by Silk (1968) and is often referred to 
as Silk damping. The important  process is photon diffusion from a region of scale r. We 
consider the process of Thomson scattering and use a simple diffusion approximation. A 
more complete discussion of this process is given by Weinberg (1972). 

The following simple arguments present the essence of the full calculation. At any 
epoch there is a photon mean free path  for scattering by electrons A = (]VeaT) -1 where 
O'T -~ 6.665 × 1 0  - 2 9  m 2. We recall that  the protons and electrons are closely coupled 
electrostatically as in a fully ionised plasma and so the photons are also closely coupled to 
the protons as well. We therefore ask how far the photons can diffuse in the cosmic t ime 
scale at epoch t. There are several ways of looking at this process. One can either think 
in terms of the diffusion coefficient for photons D which, according to kinetic theory, is 
related to the mean free path  A by D = ]Ac. Then,  the scale over which the photons can 

1 ! diffuse is r ,~ (Dt)½ i.e. r ~ (~Act)~ where t is cosmic time. Another way of looking at 
this same result is in terms of the total distance travelled in the diffusion process. The 
distance travelled from the point of origin by the photon is r ~ N½ A where N is the 
number  of scatterings. We can now work out t h e  mass of baryons contained within this 
scale r as a function of cosmic epoch. 

In the early pre-recombination phase, z > 4 x 104~h 2, the Universe is radiation- 
dominated and, from equation (22), t = (3/327rGp)-½ = 2.3 x 1019(1 + z) -2 s. The 
number  density of electrons varies as N~ = p(1 + z ) 3 / m p  = l l f2Bh2(1 + z) 3 m -3 where 
mp is the mass of the proton. Thus the damping mass, sometimes referred to as the Silk 
mass, is 

4~r r3 MD = -~- PB = 2 X 1026(f2Bh~)-½(1 + z ) -~  M® (85) 

In the redshift range just prior to recombination, the Universe may  become mat te r  
dominated if there exists a period during which 4 × 104f2h 2 > z > 1500. In this case, the 
cosmic t ime- redsh i f t  relation, equation (69), becomes t = 2 3 1 ~-0-0 (1 + z ) -  ~ f2- 2. Repeating 
the above analysis for this case, we find 

MD = 1.8 x 1023(~Bh2)-{(1 + z ) - ~  M e (86) 

The key question is what range of masses survives to the epoch of recombination 
z = 1500. If ~2h 2 = 1, the Universe is mat ter-dominated throughout  the redshift range 
4 x 104 to 1500 and then using equation (86), we find MD = 2 × 1011M®; if h = 0.5, 
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MD = 1012M®. In the opposite extreme, if the Universe is of low density, ~'~B ~-- 0.1 and 
h = 0.5, the Universe remains radiation-dominated to z = 1500 and then according to 
equation (85), the damping mass is MD = 6 × 1012M®. A more detailed treatment of 
the damping process is given by Weinberg (1972) with essentially the same results. 

The upshot of these calculations is that all perturbations with masses M ~ 1012M® 
are damped out because of the diffusion of photons relative to the matter perturbations. 
According to the strict theory of adiabatic baryonic perturbations, only massive pertur- 
bations on the scales of massive galaxies and greater survive into the post-recombination 
eras. The perturbations which would have resulted in stars, star clusters and even nor- 
mal galaxies such as our own are damped to exponentially small values of A and it is 
assumed that these structures must form by the process of fragmentation of the larger 
scale structures wl{ich survive to z < 1500. The evolution of the damping mass MD with 
cosmic epoch is included schematically in Fig. 17. 

3.8 Baryonic Pancake Theory 

We can now put together these ideas to produce the standard baryonic pancake theory 
of the origin of galaxies. The considerations of Section 3.6 show that, in the standard 
baryonic fluctuation picture, only large scale perturbations with M ~ 1012 M® survive 
to the epoch of recombination. All the fluctuations on smaller mass scales are damped 
very effectively by photon diffusion. This was the theory which was developed in detail 
in the 1970s, principally by Zeldovich and his colleagues (see e.g. Doroshkevich et al. 
1974). 

We use the results developed in Section 3.3 for the subsequent evolution of the 
baryonic perturbations. All perturbations with masses greater than about 106M® grow 
as A c~ (1 + z) -1 until the epoch at which $2z ,,~ 1. In the pure baryonic picture, the 
density parameter in baryons QB must be less than 0.05h -2 because of the constraints 
provided by primordial nucleosynthesis (Section 2.7) and so, even in the case h = 0.5, the 
perturbations only grow very slowly at redshiffs z ~ 5. We know that galaxies certainly 
exist at a redshift of 1 and it is likely that they had already formed by a redshiR of 
about 2 - 3. Therefore the fluctuations must have developed to large amplitude by this 
epoch, i.e. A ,,~ 1. Since A oc (1 + z) -1, the amplitude of the perturbations at the 
epoch of recombination must have been A ~ 3 x 10 -3. In the pre-recombination epochs, 
this fluctuation is a sound wave which oscillates with constant amplitude and, as we 
demonstrated in Section 3.6, this is also the amplitude with which it enters the horizon 
at earlier epochs. This argument illustrates one of the fundamental problems with all 
theories of galaxy formation which is that the amplitude of the fluctuations when they 
enter the horizon cannot be of infinitesimal amplitude. Their amplitudes are finite and 
far exceed statistical fluctuations. This statement will have to be refined for the other 
theories we will discuss later. It has to be assumed that these finite-sized fluctuations 
on scales which are greater than the horizon scale in the early Universe are produced by 
elementary processes in the early Universe or that they are part of the initial conditions 
from which the Universe evolved. There is some prospect of explaining their amplitude 
in the inflationary picture of the early Universe. 

The baryonic pancake scenario results from consideration of the ultimate develop- 
ment of the large scale perturbations when they become non-linear. The structures which 
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survive on the scale of clusters and superclusters of galaxies are unlikely to be perfectly 
spherical and, in a simple approximation, they can be approximated by ellipsoids 
with three unequal axes. It can be shown that such ellipsoids collapse most rapidly along 
the shortest axis with the restdt that flattened structures like pancakes form. The density 
becomes large in the plane of the pancake and the infalling matter is heated to a high 
temperature as the matter collapses into the pancake. It is assumed that galaxies form 
by fragmentation or thermal instabilities (see Section 6.2) within the pancakes. 

This theory has a number of successes but also a number of serious problems. Among 
the successes we can include the fact that it accounts for the large-scale structure of the 
Universe rather naturally. The pancakes create flattened, stringy structures which form 
late in the Universe. The fact that quasar activity is at a maximum at epochs z ,,~ 2 - 3 
might be explained by the fact that most galaxy formation only occurred at these epochs. 

The problems are, however, rather great. The most important of these are: 

1. The fluctuations in the matter density at the epoch of recombination have to be 
rather large. We discuss the theory of the origin of temperature fluctuations in the 
Microwave Background Radiation later but we can give a simple indication of the 
nature of the problem. The fluctuations which survive to recombination are adiabatic 
and so there are temperature fluctuations corresponding to the density and pressure 
perturbations. The adiabatic perturbations result in temperature fluctuations 

( ST~ l ( ~p'~ 

Thus, even in the most favourable scenario, it can be seen that temperature fluctua- 
tions 3T/T ~ 10 -3 are expected and this exceeds by at least an order of magnitude 
the upper limits to the temperature fluctuations on the scale of clusters of galaxies 
at the epoch of recombination. There is a way out of this problem and that is to 
assume that the intergalactic gas is fully ionised at redshifts less than 1500 so that 
there is a large optical depth to Thomson scattering which would damp the ampli- 
tude of the temperature fluctuations. However, in this theory in which everything 
forms late in the Universe, there are no discrete sources which could release energy 
at these early epochs. 

2. A second problem is that even at redshifts z ~ 4 there must have been considerable 
amounts of star formation. The evidence for this comes from the element abundances 
in the most distant quasars which are not very different from those which we observe 
nearby. Therefor% there must have been considerable amounts of star formation in 
order to create the heavy elements we see in these distant systems. Another piece of 
information which suggests that the star formation must have happened quite early 
is the observation of a giant branch in the most distant radio galaxies (Lilly 1988, 
1989). These observations strongly suggest that there is already an old population 
of stars present in these systems and thus, according to this theory, would push the 
epoch of formation of the large scale structures further into the past. This simply 
exacerbates the problems of temperature fluctuations in the Microwave Background 
Radiation. 
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3.9 Concluding Remarks 

It may  seem remarkable that  I have spent so much time developing a theory which ends up 
in serious conflict with the observations. The impor tant  point about  the above analysis 
is tha t  we have had to develop many  of the tools which are necessary for the formulat ion 
of any theory of galaxy formation and we will re turn to them again and again in the 
subsequent Sections. It is also impor tan t  to appreciate tha t  this theory is the best one 
can do within the conventional scenario in which one assumes that  all the mat te r  in the 
Universe is in the form of baryonic matter .  The  fact that  there are serious conflicts with 
the observations is one strong motivation for taking seriously those models in which we 
do not know exactly what form most of the mass in the Universe is at the present t ime 
and this is the topic which we have to address now. My own view is tha t  it is a pity that  
the simplest "dull man 's"  view of the origin of s t ructure  in the Universe runs into these 
difficulties since the model would have a much more solid physical foundat ion if we did 
not have to introduce new physics. The other  side of the coin is however perhaps even 
more exciting in tha t  we are forced to take seriously new pieces of physics which may 
well lead to new understanding of fundamental  physical processes. This would be yet 
one more example of astronomical problems leading to fundamental  physical processes 
which cannot yet be studied in the laboratory.  This is the story we take up now. 

4 D a r k  M a t t e r  and G a l a x y  F o r m a t i o n  

4.1 Introduction 

Let us recall the motivation for taking dark mat te r  seriously in the context of galaxy for- 
mation.  It is very difficult to avoid the conclusion that  the fluctuations in the Microwave 
Background Radiat ion should be much greater tharl those observed if the simple baryonic 
adiabatic theory were correct. We will show how models in which the dominant  mass 
contribution is in the form of non-baryonic dark mat te r  can overcome this part icular  
problem. The second strong statement  which can be made is that  if the Universe is in 
fact of critical density, J2 = 1, the value which comes natural ly out of the inflationary 
model for the early Universe, then there must be non-baryonic dark mat te r  present be- 
cause of the constraints which come from primordial nucleosynthesis. It is reasonable to 
assume that  this dominant  contribution of the dark mat te r  would also solve the problem 
of the nature  of the dark haloes in massive galaxies and the dark mat te r  problem in 
clusters of galaxies. 

Before embarking upon this story, it is salutary to remember  that  there is no positive 
evidence for non-baryonic dark mat te r  in any of the tests for Q described in Section 2.5.4. 
I believe that  all the da ta  can be reconciled with values of f2 -,~ 0.1 - 0.2 and that  this 
mass could all be baryonic. It is intriguing that  we are driven to take seriously the 
possibility that  the present Universe is dominated by non-baryonic dark mat te r  because 
of the difficulties in forming galaxies and because of the theoretical a t t ract ion of the 
inflationary picture of the very early Universe. 



57 

4.2 Forms of  Dark M a t t e r  

There are many possibilities for the dark matter which must be present in the outer 
regions of large galaxies, in clusters of galaxies and other large scale systems. The 
fundamental problem is that we are limited by observation in the types of dark matter 
which can be easily detected. There are even many forms of ordinary baryonic matter 
which would be very difficult to detect, let alone the more speculative forms of dark 
matter such as non-baryonic matter or black holes. 

Forms of Baryonic Matter which are difficult to detect are those which are very 
weak emitters of electromagnetic radiation. For example, very low mass stars with M _< 
0.05M® which are of too low mass to burn hydrogen into helium, are very faint objects 
and have proved very difficult to detect. Some of these objects, which are often referred 
to as brown dwarfs, may now have been detected (Hawkins and Bessell 1988) but their 
number density is poorly known. By the same token, low mass solid bodies such as 
planets, asteroids and other small lumps of rock are extremely difficult to detect. One 
amusing example which is often quoted is that the dark matter could all be in the 
form of standard bricks (or copies of the Astrophysical Journal!) and, even if they were 
sufficiently common to make 12 = 1, they would be extremely difficult to detect by either 
their emission or absorption properties. It is quite possible that the dark matter in the 
outer regions of galaxies and in clusters of galaxies is in the form of low mass stars since 
the inferred mass-to-light ratios in these systems are about a factor of 5 to 10 less than 
that necessary to close the Universe. We will exclude baryonic dark matter from the rest 
of the discussion because of the constraint g2B ~ 0.05h -2 which comes from primordial 
nucleosynthesis. 

Another possible candidate for the dark matter is Black Holes. Nowadays there are 
useful limits to the number density of black holes in certain ranges of masses. These 
come from studies of the number of gravitational lenses observed among large samples 
of extragalactic radio sources and from the absence of gravitational lensing effects by 
stellar mass black holes in the haloes of galaxies (Canizares 1987, Hewitt et al. 1987). 
The limits for massive black holes, M --~ 10 l° - 1012M O correspond roughly to 12 ~ 1 and 
similar limits are found for solar mass black holes. At the moment it cannot be excluded 
that the dark matter might consist of a very large population of low mass black holes 
but these would have to be produced by a rather special initial perturbation spectrum 
in the very early Universe before the epoch of primordial nucleosynthesis. To produce 
primordial black holes, the fluctuations would have to be exceed A = 1 on scales greater 
than the horizon. The fact that black holes of mass less than about 1012 kg evaporate 
by Hawking radiation on a cosmological timescale sets a firm lower limit to the possible 
masses of mini-black holes which could contribute to the dark matter at the present 
epoch (Hawking 1975). 

The most fashionable form of dark matter is Non-Baryonlc Dark Matter. One of the 
attractions of these ideas is that they can be related to the types of particles which may 
exist according to current theories of elementary particles. There are many possibilities 
and I will only mention the most popular suggestions. 

1. The smallest mass candidates are the axions which have rest mass energies about 
10 -2 - 10 -5 eV. If they exist, they must have been born when the thermal temper- 
ature of the Universe was about 1012 K but they never acquire thermal velocities as 
they are never in equilibrium. Thus, they remain "cold" and behave in a manner 
similar to the very massive particles discussed in (3). 
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2. Another  possibility is that  the three known types of neutr ino have finite rest mass. 
The most interesting possibility is that  the rest mass energy of the neutr ino lies 
in the range 10 - 30 eV. Laboratory  experiments have provided firm upper  limits 
to the rest mass of the electron antineutrino of the order of 20 to 30 eV (see e.g. 
Perkins 1987). There  was a great deal of excitement when the Soviet group of 
Lyubimov et al (1980) reported that  a finite rest mass had been measured of about  
30 eV. The reason for this is that  this is almost exactly the value needed to close 
the Universe with the known types of neutrino. The  number  density of neutrinos of 
a single type  in thermal  equilibrium at tempera ture  T is N = 0.091 x 104(kT/hc) 3 
m -3. If there are N~ neutrino types present all with rest mass my, the present mass 
density of neutrinos in the Universe would be p~ = N N v m v .  If this is to equal 
the critical density Pc = 1.88 x 10-26h 2 kg m -3, the necessary rest mass energy 
of the neutr ino is m~ = 184h2/Nv eV. Since we know that  there are at least four 
neutr ino species present with this number  density, the electron neutrinos and anti- 
neutrinos,  the muon neutrinos and anti-neutrinos (and we should include the pair 
of tau neutrinos as well), N~ > 4 and hence the necessary rest mass of the neutr ino 
is 46h 2 eV. Since h lies in the range 0.5 to 1 with some preference for the lower 
end of this range, it follows that  if the neutr ino rest mass were about  10 to 20 eV, 
the neutrinos could close the Universe. This range of neutr ino masses would just  
be consistent with the remarkable observations of the distribution of arrival times 
of the neutrinos associated with the supernova explosion in the Large Magellanic 
Cloud which occurred in February 1987. 

3. A third possibility is tha t  the dark mat te r  is in some form of more massive ultra- 
weakly interacting particle with mass, say, 1 keV or in the range 1 to 10 GeV. 
This might be the gravitino, the supersymmetrlc  par tner  of the graviton, or the 
photino,  the supersymmetr ic  par tner  of the photon,  or possibly some from of mas- 
sive neutrino-like particle as yet unknown. The interest of the high energy particle 
physicists in these arguments is obvious since the cosmological arena may prove 
to be the only way in which these types of particles can be readily studied. It is 
only proper  to point out that  the possible existence of these types of unknown par- 
ticles are theoretical extrapolations quite far beyond the range of energies which 
have been explored experimental ly but  these ideas are sufficiently compelling on 
theoretical grounds that  many particle theorists are looking seriously at the possi- 
bility that  cosmological studies will prove to be impor tan t  in constraining theories 
of e lementary processes at ultra-high energies. 

There  are useful limits which can be set astrophysically to the possible number  
densities of these different forms of dark matter .  Let us look at the case of massive 
ultraweakly interacting particles and massive neutrinos. Useful limits to their masses can 
be found from the possibility tha t  they account for the dark mat te r  in the outer regions 
of giant galaxies and in clusters of galaxies. If these are the types of particles which bind 
these systems, we can find limits to their masses from the fact that  they are collisionless 
fermions and therefore there are constraints on the phase space density of these particles 
which translates into a limit upon their masses since for a given momentum,  only a finite 
number  of particles within a given volume is allowed. 

Let us perform a simple sum which indicates the nature  of the calculation. Massive 
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neutrino-like particles are fermions and consequently are subject to the Fermi Exclusion 
Principle according to which there is a m a x i m u m  number  of available states in phase 
space for a given m a x i m u m  m o m e n t u m  p0. The  elementary phase volume is h 3 and 
consequently, recalling tha t  there can be two particles of opposite spin per  state,  the 
number  of particles with m om en t a  in the range p to p + dp is d N = 2(4rp2dp)/h ~ per 
unit volume. Integrat ing,  the total  number  of particles in volume V is 

87rV 3 
N = 

Since there m a y  be more  than  one neutrino species present,  we can mult iply this number  
by Nu. Now, we are interested in bound gravi tat ing systems such as galaxies and clusters 
of galaxies which are subject  to the Virial Theo rem  according to which the kinetic energy 
of the particles which make up the system must  be equal to half  of its gravi tat ional  
potent ial  energy. H a is the root-mean-square  velocity dispersion of the objects which 
bind the system, we can write ~Mal 2 = ½ G M 2 / R  where M is the mass of the sys tem 
and R is a suitably defined radius. We can therefore write a 2 = G M / R .  Now, the 
neutrino-like particles are to bind the system and therefore the total  mass of the sys tem 
is M = NNvm~, where rnu is the rest mass of the neutrino. The typical  Fermi m o m e n t u m  
of the particles Po is just  mug and therefore we find the following relation between 
observable quantit ies and the rest mass of the neutrino 

4 ( ss )  
mu ~ 8 N u G a R  2 

Let us insert  different values for the velocity dispersions and radii of the systems in which 
there is known to be a dark ma t t e r  problem. 

In clusters of  galaxies, typical values are a = 1000 km s -1 and R = 1 Mpc. In this 
case, if there is only one neutrino species, Nu = 1, we find m~ ~ 1.5 eV. If  there were six 
neutr ino species Nu = 6, we would find mu ~ 0.9 eV. 

For giant galaxies, for which ~r = 300 km s -1 and R = 1 kpc, mu ~ 65 eV if 

N~ = 1 and mu ~ 40 eV if Nu = 6. For small galaxies for which a = 100 km s -1,  the 
corresponding figures are m~ ~ 80 eV and mu ~ 50 eV respectively. 

These are useful limits to the masses of neutrino-like particles which could form 
the dark haloes. For example,  it is clear that  s tandard  neutrinos with rest masses m~ ,,~ 
1 0 - 2 0  eV could bind clusters of galaxies but  they cannot bind the haloes of giant or small 
galaxies. Thus,  we conclude that ,  if s tandard  neutrinos with rest mass m~ ,,~ 10 - 20 eV 
are indeed the form of dark ma t t e r  which closes the Universe, some other form of dark 
ma t t e r  must  be present in the haloes of galaxies. Although perhaps  less a t t rac t ive  than  
a model in which there is only one type of dark mat te r ,  it is quite possible, for example,  
that  some form of baryonic dark ma t t e r  could bind the haloes of galaxies. 

Another  impor tan t  conclusion is that ,  if the masses of the particles were much greater  
than  10 - 20 eV and they are as common as the neutrinos and photons,  which is expected 
in a simple picture of the Hot Big Bang model with massive ultraweakly interact ing 
particles present ,  the present  density of the Universe would far exceed the critical mass 
density f2 = 1. Therefore there would have to be some suppression mechanism to ensure 
tha t  if m ~ 1 keV or 1 - 10 GeV, these particles are much less common than  the photons 
and electron neutrinos at the present day. 
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There are at least two possibilities. In the first, which we can call late decoupling, the 
decoupling of the particles from the equilibrium early phases occurs when kT ' ~  m c  2 and 
then the abundances of the particles decrease exponentially as N = No exp -(mc2/kT) 
until the time scales of the reactions which maintain the coupling exceed the age of 
the Universe. It can be seen that this argument bears a distinct family resemblance 
to the arguments used in the case of primordial nucleosynthesis (Section 2.7). Putting 
in reasonable values for the cross-sections thought to be appropriate for these unknown 
species, the theorists have suggested that the number densities of the massive neutrinos 
can be suppressed by the appropriate factor if m ~ 1 - 10 GeV (see e.g. Barrow 1983). 
Similar arguments have been made about the number density of relict photinos which 
are expected to have masses and number densities consistent with these values. 

A second possibility is that the unknown particles decouple very early. For example, 
suppose the dark matter consists of gravitinos. Then, in the very early Universe indeed, 
they were in thermal equilibrium with everything else. Since we know that there are 
at least 35 elementary entities such as quarks of all colours, gauge bosons and so on, it 
can be seen that since all the other things eventually decay into photons and neutrinos, 
one could account for the relatively low number density of gravitinos simply by stating 
that they appear in their equilibrium abundances relative to everything else which was 
present in the very early Universe. Thus, to order of magnitude, a suppression factor of 
about 100 could be explained in this way so that gravitinos with masses m ~ 1 keV are 
a possible form for the dark matter. 

Is this all looking rather far-fetched? It must be agreed that one is extrapolating 
known particle physics far beyond what has been definitely established by laboratory 
experiments. However, there are two reasons why I believe we have to take these ideas 
seriously. Our simplest baryonic model of galaxy formation failed and this strongly 
suggests that there is some essential ingredient missing from the simple baryonic picture. 
The above suggestions are the best that is on offer from the high energy particle physicists 
and they bear more than a passing resemblance to the types of particles required by 
modern theories of elementary particles. 

A second reason is that there are real possibilities of testing some of the astronom- 
ical predictions for certain types of dark matter experimentally. Massive particles with 
masses m ~ 1 GeV with velocities appropriate to those of the galactic halo could be 
detected in laboratory recoil experiments involving cryogenically cooled detectors. In 
these types of detector, the kinetic energy of the particle is absorbed by the lattice of a 
very pure semiconductor material and the very small temperature rise in the sample is 
measured. It has been shown that, if the halo of our galaxy were bound by 1 GeV parti- 
cles, there would be a significant detection rates of events in such a cryogenic detector. 
This is a particularly intriguing class of experiment and, if it were to produce a positive 
result, would have a very profound impact upon the theory of elementary particles. It is 
interesting to note that the 1 GeV particles have the attraction that they could be not 
only the particles which bind the halo of our Galaxy but also close the Universe. 

4.3 Instabi l i t ies  in t he  P r e s e n c e  of  Dark M a t t e r  

It is conventional to consider three types of non-baryonic dark matter according to the 
rest masses of the species. The terms hot, warm and cold dark matter are used to describe 
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particles with rest masses about 10 eV, 1 keV and 1 GeV respectively. The terms refer 
to the velocity dispersions of the material now. The species remain relativistic until 
mc 2 ~ k T  and therefore the least massive particles decouple latest in the Universe. 
They therefore have the greatest thermal velocity dispersion now. From the comparison 
k T  = mc  2, it can be seen that the hot, warm and cold dark matter species were relativistic 
at redshifts z ,~ 4 × 104, 4 x l0 s and 4 x 1012 respectively. Thus, the cold dark matter 
is expected to be very cold at the present epoch with essential zero velocity dispersion. 
Notice that the cold dark matter comes most directly from the decoupling of particles in 
the early Universe. 

The key result concerns the coupling of fluctuations in the dark matter and in the 
baryons. The important point is that the ordinary matter and radiation are completely 
decoupled from the dark matter except through their mutual gravitational influence. Let 
us write down again the expression for the development of the gravitational instability 
when the internal pressure of the fluctuations can be neglected, i.e. equations (61) and 
(81), which we can write 

A 

where A = 4rG in the matter dominated case and A = 327rG/3 in the radiation domi- 
nated case. The following points should be noted. First, in the radiation dominated case, 
this equation applies to fluctuations on scales greater than the horizon scale. If cold dark 
matter is the dominant form of matter, its dynamical role is much less than that of 
the radiation and thus the dominant gravitational perturbations are associated with the 
standard adiabatic fluctuations in the closely coupled radiation dominated plasma. The 
second point is that, after the epoch of recombination, most of the inertial mass is in 
the dark matter and therefore the evolution of these perturbations dominates the devel- 
opment of the baryonic perturbations. The third point is that, for all the dark matter 
perturbations, the non-baryonic particles are collisionless and hence there is no internal 
pressure to support the fluctuations. 

Let us write the density contrast in the baryons and the dark matter as AB and A D 
respectively. We consider first the epochs immediately after recombination. We have to 
solve the coupled equations 

2 ( ~ ) / ~ B  = A p B A B  + A p D A D  

J(D + 2 ( ~ )  Z~D = A p B A B  + A p D A D  (91) 

(90) 

Rather than find the general solution, let us find the solution for the case in which 
the dark matter has $2 = 1 and baryon density is negligible compared with that of the 
dark matter. Then equation (91) reduces to equation (89) for which we have already 
found the solution A D : B R  where B is a constant. Therefore, the equation for the 
evolution of the baryon perturbations becomes 

~B + 2 ( ~ )  A~B = 47rGpDBR 

Since the background model is the critical model for which R = (3Hot~2)2~ ~ and 3H~ = 
87rGpD~ this equation simplifies to 
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~R i idA\ dA 3 B (92) 
= 2 

We find that the solution, A = B ( R  - Ro) ,  satisfies equation (92). This is a rather 
pleasant solution because it has the property that at the epoch corresponding to R -- R0, 
the amplitude of the baryon perturbations is zero. 

This result has the following significance. Suppose that, at some redshift z0, the 
amplitude of the baryon fluctuations is very small, i.e. very much less than that of 
the perturbations in the dark matter. The above result shows how the amplitude of 
the baryon perturbation develops subsequently under the influence of the dark matter 
perturbations. In terms of redshift we can write 

( z~ B ~- A~ D 1 - ~0 

Thus, it can be seen that the amplitude of the perturbations in the baryons grows rapidly 
to the same amplitude as that of the dark matter perturbations. To put it crudely, the 
baryons fall into the dark matter perturbations and, within a factor of two in redshift, 
have amplitude fluctuations half that of the dark matter perturbations. 

The same result is found in the early development of the perturbations when the 
dark matter and baryonic perturbations have scales greater than the horizon. Most of 
the inertial mass is in the radiation and so the development of the perturbation in the 
dark matter is closely tied to those in the radiation-dominated plasma. 

Important differences occur when the perturbations enter the horizon. The baryonic 
perturbations are stabilised because the Jeans' length is of the same order as the horizon 
scale. Therefore, the amplitudes of the baryonic perturbations remain more or less exactly 
the same as when they entered the horizon right up to the epoch of recombination 
when the decoupling of the matter and radiation takes place. So long as the radiation 
dominated plasma is the principal source of inertia, the dark matter perturbations are 
also stabilised and do not grow in amplitude. After the epoch of equality of the energy 
densities in the dark matter and the radiation, however, the dark matter perturbations 
grow independent of those in the radiation dominated plasma. We see now why the 
above calculation is of considerable importance. The baryon perturbations are stabilised 
from the redshift at which they enter the horizon to the epoch of recombination but 
the amplitude of the perturbations in the dark matter grows from Z¢q to the epoch of 
recombination. Therefore, the relative amplitudes of the fluctuations in the dark matter 
and the baryons is roughly A B / A D  ~ 1500/z~q i.e. the baryon perturbations are of 
much smaller amplitude than those in the dark matter at the epoch of recombination. 
Perturbations on scales larger than those which come through the horizon at redshift 
zeq have relatively smaller differences between AD and AB. In the limit in which the 
perturbations come through the horizon at the epoch of recombination, the amplitudes of 
the fluctuations are of the same order of magnitude. As soon as the matter and radiation 
decouple, the amplitude of the perturbations in the baryonic matter rapidly grows to 
the same amplitude as that in the dark matter as demonstrated by equation (93). As 
shown above, the amplitude of the perturbations in the baryons has grown to values 
close to that in the dark matter by a redshift a few times smaller than the recombination 
redshift. Thus, even if the fluctuations in the matter were completely washed out by 
damping processes, the presence of fluctuations in the dark matter ensures that baryon 
fluctuations are regenerated after recombination. 
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4.4 T h e  E v o l u t i o n  o f  Hot  and Cold Dark M a t t e r  P e r t u r b a t i o n s  

4.4.1 H o t  Dark M a t t e r  

Let us consider first the case of Hot Dark Matter.  For the sake of definiteness, I will 
assume that  the rest mass of the neutrino is 30 eV which means that  they have m ~ , e  2 - ~  k T  
at a redshift z = 1.26 × 105. This means that  during the processes of decoupling of 
the neutrinos and nucleosynthesis, the neutrinos were fully relativistic and none of the 
predictions of the s tandard model are affected. 

The key process in this neutrino picture is the process of free streaming which occurs 
as soon as the relativistic neutrinos enter the horizon. In all the models, it is assumed 
that  the per turbat ions are set up on scales much greater than the horizon. Therefore, 
although the particles are collisionless, they cannot escape from perturbat ions on scales 
larger than the horizon since that  is as far as they can travel in the available cosmic time. 
However, as soon as they come through the horizon, if the neutrinos are relativistic, they 
can stream freely out of the perturbat ion.  This process of free streaming means that the 
neutr ino per turbat ions are damped out as soon as they enter the horizon, provided the 
neutrinos are relativistic. In fact, it is only after the neutrinos become non-relativistic 
that  they no longer escape freely from the perturbations.  Thus,  the only masses which 
can survive are those on very large scales. We can make a simple estimate of the range 
of masses which survive by working out the mass contained within the horizon when the 

47rr3 Pv where is neutrinos become non-relativistic. This mass corresponds to M~ = -~ H fly 
the mass density in neutrinos at the epoch when they become non-relativistic. It is not 
quite clear in this simple presentation exactly what one means by the neutrinos becoming 
non-relativistic. Detailed calculations show that  the particles may be considered non- 
relativistic by a redshift z = 3 x 104(m./30 eV) and the damping mass is 

M~ = 4 x 1 0 1 5 (  m~ ~-2 
\30  e V /  M® (94) 

This means that  all smaller masses are damped out by the free streaming of the neutrinos. 
The subsequent evolution of the fluctuations is straightforward. These perturbat ions 

begin to grow at the redshift Zeq. In the case of the relict neutrinos, this redshift is of the 
same order as the redshift at which the neutrinos become non-relativistic. The reason 
for this is the fact that ,  according to the canonical Hot Big Bang, the energy density in 
the neutrinos is more or less the same as the energy density in the photons. At the epoch 
when the neutrinos become non-relativistic, their inertial mass no longer decreases as the 
Universe expands in contrast to the case of the photons which continue to decrease in 
energy as R -1. The neutrino perturbations grow from redshift Z~q, although fluctuations 
with masses M _< M~ given by equation (96) are damped out by free streaming. In 
parallel with this development, adiabatic baryon fluctuations within the horizon may be 
damped by Silk damping. After the epoch of recombination, the baryons fall into these 
per turbat ions and attain the same amplitude as the neutrino perturbat ions.  It will be 
noticed that  this picture looks very like the s tandard adiabatic picture in which only the 
largest scale structures are formed. It is assumed that  the subsequent behaviour of the 
perturbat ions is not dissimilar from the s tandard adiabatic picture in which smaller scale 
structures have to form by fragmentat ion of the large scale structures. The model has 
all the a t tendant  advantages and disadvantages of the adiabatic model. The objects are 
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formed late in the Universe with the added advantage that the dark haloes of dusters of 
galaxies could be formed out of the neutrinos. It is difficult in this picture to account for 
the early formation of galaxies. 

4.4.2 Cold D a r k  M a t t e r  

For definiteness, we consider the particles to have mass 1 GeV. The mass within the 
horizon when the particles became non-relativistic is therefore very small, M << M® and 
consequently a very wide range of masses survives. Once again, the growth of the cold 
dark matter perturbations begins after zeq and the baryonic matter falls into the growing 
perturbations after the epoch of recombination. 

There are a number of advantages in this model. First of all, unlike the case of 
the Hot Dark Matter picture, perturbations on essentially all mass scales survive to the 
epoch of recombination. According to the standard picture, the baryons fall into these 
perturbations and it is out of these fluctuations that real objects form. It is important 
that in this model globular cluster sized systems can begin to collapse immediately after 
recombination. Indeed, there is no reason why most of the baryonic mass in the Universe 
cannot now begin to collapse and begin the processes of star formation soon after the 
epoch of recombination. Once discrete objects have formed, they then begin the process of 
hierarchical clustering under the gravitational influence of the initial fluctuation spectrum 
which extends to the largest masses. The important difference as compared with the 
adiabatic model is that discrete objects can form early and therefore dissipative gas 
dynamical processes which are crucial in forming thin pancakes on the scale of clusters 
and superclusters of galaxies do not work. Rather, the formation of large scale structure 
must take place through a process of clustering under gravity. 

4.4.3 Conclus ion  

We have now made considerable progress towards the development of a consistent pic- 
ture of galaxy formation. Whilst the Cold Dark Matter picture appears to present no 
difficulties at this stage and is the preferred model of many, we will keep all the models 
in play since they all have distinctive features which can explain particular features of 
the present state of the Universe. We have now to turn our attention to the spectrum of 
the fluctuations which, so far, we have only discussed in the most general terms. 

5 Corre la t ion  F u n c t i o n s  and the  S p e c t r u m  of  the  
Init ia l  F l u c t u a t i o n s  

To make a quantitative comparison between the theories and the observed distribution 
of galaxies, we have to put in a spectrum for the fluctuations from which galaxies and 
larger scale structures are to form. The best way of describing the large scale structure 
is in terms of Correlation Functions which it is hoped can be related to the spectrum of 
initial fluctuations which came out of the early stages of the Hot Big Bang. 
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5.1 The  Two-point  Correlation Function for Galaxies 

The simplest tool which comes directly from observation is the two-point correlatlon 
function. It is defined to be the function ~(r) which describes the excess probability over 
random of finding a galaxy at distance r from a chosen galaxy. The simplest definition 
is to write the number of galaxies in the volume element dV at distance r in the form 

dN(r) = n0[1 + 4(r)]dV (94) 

where no is the average background number density of galaxies. The reason the function 
~(r) is called a correlation function is that it can also be written in terms of the probability 
of finding pairs of galaxies separated by r, 

dNpalr -= n0211 + ~(r)]dVldV2 

This function can also be directly related to the density contrast A(x). We can write 
p -- p0[1 + A(x)]. Therefore the number of pairs separated by distance r is just 

dYp.  (r) = p(x)dYlp(X + r)dY2 

Therefore 
dNp~i~(r) = p]dVldV2[1 + A(x)][1 + A(x + r)] 

Now, when we take averages over a large volume, the average value of A is zero by 
definition and therefore the two-point correlation function is just 

dNp~i,.(r) = p2dVldV2[1 + (A(x)A(x + r))] 

This shows explicitly the relation between the density perturbations and the two point 
correlation function which is an observable 

~(r) = (A(x)A(x + r)) (95) 

The determination of the two-point correlation function for galaxies has been one 
of the most active area of observational cosmology for the last 15 years. It was greatly 
stimulated by the work of Peebles and his coworkers who devoted a large amount of effort 
to the determination of ~(r) for all the large samples of galaxies available to them (see 
Peebles 1980). These studies are difficult because the determination of the correlation 
function is very sensitive to the completeness and reliability of the galaxy catalogues and 
large samples of galaxies are needed so that the correlation functions can be determined 
with good statistical significance. An example of a recent determination of the two 
point correlation function for galaxies is shown in Fig. 18. This function describes the 
clustering properties of galaxies on physical scales from about 200 kpc to 20 Mpc. The 
function is often described by a power-law correlation function of the form 

in which the scale r0 = 5h -1 Mpc and the exponent 7 = 1.8. Notice that throughout this 
discussion, we will work in terms of the three dimensional correlation function although 
much of the data is derived from angular two-point correlation functions aJ(O) which are 
described on the celestial sphere. For a power-law correlation function, w(~) c< ~-(~-1) 
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Fig. 18. The angular two-point correlation function w(0) for galaxies determined from a number of 
recent surveys of large complete samples of galaxies (Collins e~ al. 1988). 

Equat ion (96) describes the excess number  density of galaxies at distance r relative 
to the average density and it gives a quanti ta t ive description of the clustering properties 
of galaxies on a wide range of scales. It should be noted that  it is a ra ther  broad- 
brush approach to the description of clustering in the Universe in that  it is a spherically 
symmetric  function so that  it cannot describe more than the basic clumping of galaxies. 
Higher order correlation functions, such as the three and four point correlation functions 
take more of this information into account (see Peebles 1980). There  are several notes 
to be made about  the correlation functions. 

1. Fig. 18 shows that  the correlation function for galaxies is quite smooth.  There  are 
no obvious preferred scales, say, on the scale of the rich clusters of galaxies. Thus,  it 
appears that  s t ructure  on a very wide range of scales must be present in the initial 
per turbat ion  spectrum from which the s tructure formed. 

2. There  is a characteristic scale r0 = 5h -1 Mpc which defines the distance at which 
the density of galaxies is greater than that  of the background by a factor of two. 
This may  be interpreted roughly as a measure of the scale to which the per turbat ions 
have become non-linear in the sense that  all s t ructure  on smaller scales has ~(r) > 1. 
This cannot be the whole story, however, since the sponge-like s t ructure  extends to 
scales much greater than  5h -1 Mpc. 

3. There  may be some structure in the correlation function as suggested by the dashed 
line. Some determinations of the function show a broad bump at about  10h -1 Mpc. 

4. Of part icular  interest is the behaviour of the function on large physical scales. The 
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determinations of the two-point function show that  the function falls off more rapidly 
than a power-law on large scales and, in some determinations, the function ~(r) 
becomes negative on scales greater than 20h -1 Mpc. Notice that ,  on these very 
large scales, the amplitude of the two-point correlation function is very much less 
than one. A problem concerns the clustering of objects on very large scales. It has 
been found by Bahcall and her coworkers (see e.g. Bahcall 1988) that  Abell clusters, 
the richest giant clusters of galaxies, are correlated with a characteristic clustering 
scale r0 ~ (15 - 25)h -1 Mpc. The exact relation between this type of clustering of 
clusters and the two-point correlation function for galaxies is not at all clear. If this 
result is confirmed, it is difficult to reconcile it with a simple picture of the evolution 
of the correlation function. It should be noted that  there are other phenomena which 
may have to be explained on these very large scales. There is now some evidence 
for the clustering of quasars on large scales with r0 = (10 - 20)h -1 Mpc (Shanks et 
al. 1987, Miller and Mitchell 1989) and we have yet to account for the streaming 
velocities of galaxies. 

5 . 2  T h e  Per tu rba t ion  Spec t rum 

We have spent a lot of time on the evolution of the perturbations with time and so 
now we have to treat more formally their distribution in space, i.e. the function A(r). 
The s tandard procedure is to take the Fourier transform of the density distribution so 
that  the amplitude of the perturbations with different wavelengths )~, or wavevectors 
k = ( ~ ) i k ,  can be found. Since we are dealing with a three-dimensional distribution of 
galaxies, we have to take a three-dimensional Fourier transform. However, since we are 
using an isotropic two-point correlation function, there are many simplifying features of 
the analysis. First of all, we define the Fourier transform pair for A(x) 

V f (2 )3  me-ik Xd3k (97) 

1 /A(x)eik.xd3 x (98) Am = K 

To relate the statistical averages of A(x) and Am, we use Parseval's theorem which 
provides a relation between the integrals of the squares of A(x) and its Fourier transform 
Ak 

1 f A2(x)dax_ V f V (27r)a IAml2dZk (99) 

The quanti ty on the left hand side of equation (99) is just the mean square amplitude of 
the fluctuation per unit volume and therefore we can write 

V f 
(A:)- (2-~) 3 J IAmlUd3k (100) 

Since we are dealing with the isotropic two-point correlation function, the element of 
k-space can be written d3k = 47rk2dk. 

The final step is to relate (A 2) to the correlation function through equation (95). It 
is simplest to begin with a Fourier series and then transform the series summation into 
a Fourier integral. Thus, we begin by writing A(x) as 
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A(x)  is a real function and therefore we can find ~(r) by writing ~(x) = (A(x)A*(x))  
where A*(x) is the complex conjugate of A(x).  Taking the average value of the product  
of A(x)  and A( x  + r)  in this way we find 

= i 
k ~ / 

Now, when we take the cross terms in this summation,  they all vanish except for those 
for which k = k '  and then we find 

= Z la l 2¢'k" 

We now convert this simple relation into a Fourier integral 

~ ( r ) -  (2~r)3 [Ak]2e~k":d3k (100) 

Finally, we note that  ~(r) is a real function and therefore we are only interested in the 
integral over the real par t  of e ik'r i.e. the integral over cos k . r  = cos(kr cos 8). We have 
to integrate over an isotropic distribution of angles 8 i.e. integrate cos(kr cos 8) over 
½ sin 8d& Performing this integral, we obtain the final answer 

 /ll " ~(r) - ,Ak,2sinkr47rk2dk (101) 
(2~)~ kr  

This is the relation between the two-point correlation function ~(r) and the power spec- 
t rum of the fluctuations [AkI2 we have been seeking. 

It "is to be hoped that  it will eventually be possible to predict the initial power 
spectrum ]Ak[ 2 from theory. The observations suggest that  the spectrum is broad with 
no preferred scales and it is natural  therefore to work with power spectra of power-law 
form 

Iz kl 2 k (102) 

According to equation (101), this means that  the correlation function ~(r) should have 
the form ~(r) oc f k("+2)dk. If we now consider a volume of space V .., r 3, then because 
the functions sin kr / k r  decreases rapidly to zero when kr > 1, we can integrate k from 0 
to km~z ~ 1Iv. Taking the integral, we find 

r ( 1 0 3 )  

Since the mass of the fluctuation is just proport ional  to r 3, this result can also be writ ten 

0¢ lw 3 . Finally, to relate ~ to the root-mean-square density fluctuation A, we have 
to take the square root of ~, i.e. 

A _ ~p _ (A2)~ c( M -("+a) (104) 
P 

The above analysis is useful because it shows the functional relations between the 
various ways of describing the density perturbations.  A power spectrum [Ak]2 of power- 

law form k n corresponds to a two-point correlation function ~(r) o¢ r -(n+3) o( M -  (.+a) 
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and to a spectrum of density perturbat ions A c¢ M-("+3) .  A number  of deductions 
follow from these results. 

1. It is clear that  so long as n > - 3 ,  the spectrum decreases to large mass scales so 
that  the Universe is isotropic and homogeneous on the very largest scales. 

2. A Poisson noise spectrum has equal power on all scales and hence n = 0. This 
results in a density per turbat ion spectrum A c< M-½ and to a correlation function 
~c~M -1. 

3. There  is one case of special interest, n = 1, for which A o¢ M -  ~ and ~ c< r -4 O¢ M -  }. 
This spectrum has the proper ty  that  the root-mean-square density contrasts A on 
all scales are the same when they come through the horizon. In the Cold Dark 
Matter  picture, the perturbat ions in the dark mat ter  grow from the epoch z~q to the 
present. They  have constant amplitude from the redshift zeq back to the epoch when 
they came through the horizon. The rate of growth of the per turbat ion  before the 
per turbat ions enter the horizon is A(z) ~ R 2. Therefore, if the initial fluctuation 
spectrum was A c< M -B, at any epoch before the fluctuation came through the 
horizon its amplitude would be proportional to M - ~ R  2. The per turbat ion  grows 
until the mass comes within the horizon. Now, the mass of cold dark mat te r  within 
the horizon at any redshift is just (ct)3pda~k(to)R -3 where pda~k(to) is the density of 
dark mat te r  at the present epoch to. Since t c¢ R 2 in the radiat ion-dominated phase, 
the mass within the horizon in dark mat ter  varies as R ~. Therefore, the per turbat ion 
grows until  that  redshift at which this mass comes through the horizon which is 
proport ional  to M½. The spectrum of mass perturbat ions once the per turbat ions 

• 2 

come through the horizon is thus proporhonal  to M-Z+~ .  This shows that ,  if/3 = }, 
the fluctuations are of the same amplitude on different mass scales when they come 
through the horizon. This rather  special value, n = 1, is known as the Zeldovich 
spec t rum (Zeldovich 1972)• It is intriguing that ,  if n = 1, the Universe is a fractal 
in the sense that  every per turbat ion which comes through the horizon has the same 
amplitude. In other words, as the Universe expands, we always find per turbat ions of 
the same amplitude coming through the horizon. Zeldovich has given some physical 
arguments why the value n = 1 might arise in the early Universe. In the inflationary 
picture of the early Universe, there is some reason to suppose that  fluctuations with 
the Zeldovich spectrum and roughly the correct amplitude may be generated from 
thermal fluctuations during the inflationary expansion. Another intriguing point is 
that  we can work out explicitly how large the amplitude of these fluctuations have to 
be when they come through the horizon. The epoch of equality of the inertial mass 
densities in the mat te r  and radiation occurs at a redshift 4 x 104h 2 if f2 = 1. Now~ 
the dark mat ter  perturbat ions grow as (1 + z) -1 from that  epoch to the present 
so long as they remain linear. We know that  galaxies must have been created by 
a redshift of about  4 and therefore the amplitude of the per turbat ions when they 
came through the horizon must have been about A ..~ 10 -4. These are certainly not 
infinitesimal perturbations.  

4. Another way of looking at the problem is to invert it and ask what value of n would 
give the observed exponent in the two-point correlation function. Since ~ c< r -(n+3), 
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the preferred value would appear to be n = -1.2. The problem with this approach 
is that it assumes that the observed two-point correlation function represents the 
initial fluctuation spectrum. Unfortunately, it cannot be assumed that non-linear 
effects have not modified considerably the spectrum from its initial form. This is 
shown rather dramatically by the n-body simulations of the growth of structure in 
the Universe by clustering under gravity. In physical terms, this may be understood 
in terms of the fact that on the scales over which the two-point correlation function 
has been well measured, relaxation under gravity is likely to be well under way and 
there has been time for systems on the scale of, say, 1 Mpc to have virialised. 

5.3 The Evolution of  the Initial Perturbation Spectrum 

We have already discussed some of effects which modify significantly the initial pertur- 
bation spectrum, such as Silk Damping. We now want to put all these effects together 
to understand how the initial perturbation spectrum evolves to form the structures we 
observe in the Universe today. Let us consider three separate cases. 

We have already dealt with the case of Adiabatic Baryonic Perturbations in some 
detail. In this case there is no dark matter present. Silk damping eliminates all the small 
scale perturbations. One interesting phenomenon which is specific to this model is that, 
after the perturbations come within the horizon and they begin to oscillate as sound 
waves, if we observe the spectrum at any subsequent time, there will also be oscillations 
in the mass spectrum of the perturbations since the oscillations on different mass scales 
begin to grow at different times as they come through the horizon. A second point is 
that the sound waves are cooled adiabatically as the Universe expands resulting in a 
gradual decay in the amplitude of the perturbations. These phenomena are illustrated 
schematically in Fig. 19. 

In the case of the Hot Dark Matter picture, we have already described the influence 
of the free streaming of the neutrinos upon the mass spectrum of the perturbations. Only 
the most massive perturbations survive (Fig. 19). The picture resembles the classical 
adiabatic picture after recombination with the baryons falling into the large scale neutrino 
perturbations. 

In the case of the Cold Dark Matter picture, we have to look in a little more detail at 
the spectrum of perturbations observed at any epoch prior to the redshift z,q. On scales 

larger than the horizon, the mass spectrum preserves its initial form A o(M-(,+3) and 

these continue to grow as R 2 until this mass scale enters the horizon, i.e. A c( M-~+~s3R 2 
However, the perturbations stop growing when they enter the horizon. As shown above, 
the scale factor R at which a perturbation of mass M enters the horizon is proportional 
to M½ and so the density perturbation spectrum is 

(n+3) _ 2  ( -  
(104) 

If we look at this result in terms of the power-spectrum of the perturbations, masses 
greater than the horizon mass have power-spectrum [Akl2 c< k '~ whereas masses within 
the horizon have a flatter spectrum, [3k[ 2 cx k ("-~). Since the cold dark matter pertur- 
bations became non-relativistic very early in the Universe, this perturbation spectrum is 
maintained to very low masses. This spectrum is illustrated in Fig. 19. 
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Fig. 19. The forms of the density contrast AI as a function of mass for an initial fluctuation power 
spectrum of the form [Akl2 c( k'* by the epoch of recombination for the case of (i) adiabatic baryonic 
fluctuations, (ii) hot dark matter in the form of neutrinos with rest mass 30 eV and (iii) cold dark matter. 

These models have been the subject of detailed computer  simulations to determine 
how well they can reproduce the observed large scale s t ructure  in the Universe. We 
have already ment ioned the problems which arise in the case of the s tandard  adiabat ic  
baryonic per tu rba t ion  picture. The  Hot and Cold Dark Mat te r  pictures result in quite 
different pictures of how galaxies came about  and of the origin of the large scale s t ructure  
of the Universe. Fig. 20 is a sample of the results of computer  simulations of the Hot 
and Cold Dark Mat te r  models carried out by Frenk (1986). 

In the case of the Hot Dark Mat te r  model it can be seen that  the model is very 
effective in producing flattened s t ructure  like pancakes.  In this picture,  the baryonic 
ma t t e r  forms pancakes within the large neutrino hMoes and their evolution is similar to 
the adiabat ic  picture f rom tha t  point on. It  can be seen that  the model is too effective 
in producing flattened, stringy structures.  Essentially everything collapses into the thin 
pancakes and filaments and the observed Universe is not as highly s t ructured as this. 
In addition, galaxies must  form ra ther  late in this picture because it is only the most  
massive s t ructures  which survive to the recombinat ion epoch. This means tha t  it is 
difficult to produce stars and galaxies which are younger than  the s t ructures  on the scale 
of --~ 4 × 1015 M®. Everything must  have formed ra ther  late in the Universe in this picture. 
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F i g . 2 0 .  Recen t  s i m u l a t i o n s  of  t he  e x p e c t a t i o n s  of (a) t h e  Cold  Da rk  M a t t e r  a n d  (b) t h e  Hot  Da rk  
M a t t e r  m o d e l s  of  t h e  origin of  t he  large  scale s t r u c t u r e  of  t he  Unive r se  c o m p a r e d  w i th  t he  obse rva t i ons  
(c) (F renk  1986). T h e  u n b i a s e d  cold da rk  m a t t e r  mode l  does  no t  p r o d u c e  suff icient  large  scale  s t r u c t u r e  
in t he  fo rm  of vo ids  a n d  f i l amen t s  of  ga lax ies  w h e r e a s  t he  u n b i a s e d  ho t  da rk  m a t t e r  m o d e l  p r o d u c e s  too 
m u c h  s t ruc tu re •  

In the case of the Cold Dark Matter picture, masses on all scales can begin to 
collapse soon after recombination and star clusters and the first generations of stars can 
be old in this picture. The process of formation of the large scale s t ructure is different 
ill this case since it forms by gravitational clustering under the influence of the initial 
power spectrum of the perturbat ions.  Large scale systems like galaxies and clusters of 
galaxies are assembled from their component  parts  by dynamical processes which can be 
simulated by computer  modelling. Fig. 20 shows that  s t ructure  indeed develops but  is 
not as pronounced as in the observed Universe. This is because it is difficult to produce 
elongated structures by gravitational clustering which tends to make more symmetrical  
structures than  the sheets and filaments of galaxies found ill the Universe. However, one 
of the successes of the Cold Dark Mat ter  picture is that  it is can account for the observed 
two-point correlation function assuming n = 1 and that  the phases of the waves which 
make up Ak are random (Frenk 1986). 

Evidently, neither model gives a particularly good fit to the observations and this 
has led to the idea that  there may well be bias mechanisms which lead to the preferential 
formation of galaxies in certain regions of space ra ther  than others. Biasing has become 
a major  growth area in astrophysical cosmology. In the case of the Cold Dark Mat ter  
picture, the biasing must  be such that  it results in galaxies being formed preferentially 
in regions of high density and not in the regions in between. In the case of the Hot 
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Dark Matter picture, some Anti-blasing mechanism is needed so that all the formation 
of galaxies is not concentrated in the sheets and filaments which form too readily in this 
model. 

Is there any evidence for biasing in the Universe? Many studies are underway to find 
out if there are regions in the Universe where there is a preference for galaxies forming 
in one region rather than another. A good example is the case of structures such as the 
Coma Cluster of galaxies. This cluster has been studied ldnematically in greater detail 
than any other cluster and so the estimates of its mass and mass-to-light ratio are well 
known. There is a dark matter problem which amounts to about a factor of 10 but the 
mass-to-light ratio found when all the dark matter is included corresponds to a factor 
of only one third of the value necessary to close the Universe. If the Universe really has 
the critical density, ~2 = 1, this means that there must be biasing by a factor of three 
towards the formation of galaxies in the region of the Coma cluster as opposed to the 
general field. 

Many possible biasing and anti-biasing mechanisms have been discussed by Dekel 
and Rees (1987) and by Dekel (1987). As they emphasise, perhaps the most important 
requirements are reliable observational estimates of how much biasing (or anti-biasing) 
really occurs in the Universe. I refer readers to their papers for a survey of the many 
possible bias mechanisms and how these ideas can be tested by observations of the nearby 
Universe. I mention some of these ideas to give a flavour of the astrophysical questions 
to be addressed. 

1. An interesting example discussed by Kaiser (1986) is the influence of large scale per- 
turbations upon a region in which the fluctuations from which galaxies are forming 
are already well developed. In this situation, the large-scale density perturbation 
enhances the density perturbations associated with the collapsing galaxies and so 
can lead to enhanced galaxy formation in this region. The study of the density 
peaks in the random density fluctuation fields is an important aspect of the detailed 
evolution of the perturbation spectrum (see e.g. Peacock and Heavens 1985). 

2. Galactic explosions may sweep away the gas from the vicinity of a galaxy, possibly 
having a positive or negative effect upon biasing. A violent explosion can remove the 
gas from the vicinity of the galaxy and make it too hot for further galaxy formation 
to occur in its vicinity. On the other hand, the swept-up gas may be greatly increased 
in density at the interface between the hot expanding gas and the intergalactic gas. 
By analogy with the case of galactic supernova remnants in which star formation 
can be stimulated by the passage of a shock wave, the same process on a galactic 
scale may stimulate the formation of new galaxies (Ostriker and Cowie 1981). One 
possibility is that this process might thicken the pancakes which form in the Hot 
Dark Matter picture. 

3. The gas in the voids between superclusters may be so hot that galaxies cannot form 
in these regions. 

It is evident from these examples that the questions are largely astrophysical. In my 
view, the most important discrepancy is between the total mass in the largest systems for 
which we can make reasonable estimates of the mass density and the critical model for 
which ~2 = 1. I find it striking that all the determinations of the amount of gravitating 
matter in rich clusters of galaxies, in the vicinity of superclusters and the cosmic virial 
theorem all suggest that the matter they contain~ including the dark matter, is insufficient 
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to close the Universe. Therefore, i f /2  = 1, most of the dark matter must be located 
between the largest systems for which mass estimates can be readily made. 

5.4 Fluctuations in the Microwave Background Radiation 

We have mentioned on several occasions the critical importance for cosmology of the 
limits to the temperature fluctuations in the Microwave Background Radiation. This 
is a complex topic and I will do no more than indicate the steps necessary in the full 
calculation. We have established the picture of the growth of the gravitational instabili- 
ties in the above sections and now we ask how these impact the Microwave Background 
Radiation. Of crucial importance in this calculation is the ionisation state of the in- 
tergalactic gas through the epoch of recombination. The estimate of the optical depth 
of the intergalactic gas due to Thomson scattering given by equation (32) shows how 
rapidly it grows to very large values at redshifts greater the redshift of recombination. 
Thus, temperature fluctuations which originate at redshifts greater than the redshift of 
recombination are damped out by scattering and the fluctuations we observe originate in 
a rather narrow redshift range about that at which the optical depth of the intergalac- 
tic gas is unity. This is why the precise determination of the ionisation history of the 
intergalactic gas is so important. 

The problem, first discussed by Zeldovich, Kurt and Sunyaev (1968) and Peebles 
(1968), is a well known one in that during the recombination process, the photons re- 
leased in recombination of hydrogen atoms are sufficiently energetic to ionise another 
hydrogen atom and thus there is no direct way of destroying the photons liberated in the 
recombination process. The answer is that Lyman-~ photons are destroyed by the two- 
photon process in which two photons are liberated from the 2s state of hydrogen in a rare 
quadrupole transition. The spontaneous transition probability for this process is 0.1 sec 
but it turns out to be the dominant process which determines the rate of recombination 
of the intergalactic gas. 

Detailed calculations of the degree of ionisation through the critical redshift range 
have been carried out by Jones and Wyse (1985) who find a very strong dependence of 
the fractional ionisation x upon redshift 

x = 2 . 4 1 1 0  -~(/2h2)½ ( z )12.75 
y2sh 2 ~ (106) 

In this formula Y2 is the density parameter for the Universe as a whole at the present 
epoch and Y2B is the present density parameter for the baryons. Using the same formalism 
which led to equation (26), we can find a remarkably simple expression for the optical 
depth of the intergalactic gas through these crucial epochs 

( z "~ '4.25 
r = 0 .37  j ( 1 0 7 )  

Because of the enormously strong dependence upon redshift, the optical depth at which 
the intergalactic gas is unity is always very close to 1070, independent of the exact value 
of ~2 and h. We can now work out the range of redshifts at which the photons of the 
Microwave Background Radiation were last scattered. This probability distribution is 
given by 
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dp/dT = e-~dT/dz 

This probability distribution is well fitted by a gaussian distribution with mean redshift 
1070 and standard deviation a = 80. This result formalises the statement that the last 
scattering of the photons did not take place at a single redshift but that half of the 
photons of the Microwave Background Radiation were last scattered between redshifts 
1010 and 1130. 

The implications of these results are important in working out the predicted temper- 
ature fluctuation spectrum. First of all, let us work out the physical scale corresponding 
to the thickness of the last scattering layer. The formula for the dement of eomoving 
distance at redshift z can be derived from equation (16) 

dr = cdt(1 + z) = 
cdz 

Ho(1 + z)(12z + 1)½ 

Notice that this is the distance projected to the present epoch. Taking the approximation 
3 1 

for large redshifts, we find dr = cdz /Hoz~2~ Thus, the redshift interval of 80 at a 
redshift of 1070 corresponds to a scale of 7(12h2)-½ Mpc at the present day. Thus, 
fluctuations on scales smaller than this at the present day will tend to be washed out by 
the superposition of perturbations at the decoupling epoch. The typical mass contMned 
within this scale is M ~ lO14(I2h2)l/2M® and consequently we expect the temperature 
fluctuations associated with smaller mass scales to be depressed by smearing. The angular 
scale of these fluctuations as observed at the present epoch is 4$2½ arcmin. 

The problem is now to convert the density fluctuations and their associated velocities 
in the redshift range 1150 ~ z ~ 1000 into temperature fluctuations. There are three 
processes which are of prime importance. 

1. The Adiabatic Perturbations result in temperature perturbations ~T/T  ~ ½~p/p 
and therefore it is expected that there will be hot spots imprinted on the Microwave 
Background Radiation with amplitudes corresponding to the density perturbations. 
Even in this simplest case there are complications. A full calculation has to take 
into account the fact that in the hotter regions, recombination takes place later and 
in addition the full dynamics of recombination and the decoupling of matter and 
radiation should be included. The net result is that on angular scales much greater 
than 4 arcmin, the temperature fluctuations are roughly ½~p/p. 

2. A second effect which is important on large physical scales is the Sachs-Wolfe Effect. 
This is the gravitational redshift effect associated with the fact that the photons 
of the Microwave Background Radiation have to pass through regions of varying 
gravitational potential ¢ and is important on large physical scales. 

3. A third effect is the Doppler Scattering of the photons by the growing perturbations. 
We showed in Section 3.1 that there must be peculiar velocities associated with the 
growth of the perturbations as soon as they start to grow 

dA 
d--7- = - V . 6 v  (53) 

and the photons undergo first order Doppler seatterings with these collapsing clouds. 
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The full calculation involves taking into account all these effects for a given power 
spectrum of fluctuations modified by the various effects discussed in Section 5.3. Inte- 
grals have to be taken over the forms of power-spectrum shown in Fig. 19 and then 
normalised so that the amplitude of the density perturbations A produce galaxies by the 
present epoch. The following results are typical of those which come out of the detailed 
computations (from Peacock, private communication). 

1. For the case of Adiabatic Baryonic fluctuations, the predicted values of the root- 
mean-square fluctuation in the radiation temperature of the Microwave Background 
Radiation are ~ST/T = 10 -3.5 if 12 = 1,h = ½ and 10 -2.8 if 12 = 0.1,h = 0.5. These 
results can be understood in terms of the simple rules about the evolution of the 
perturbations with cosmic epoch. The fluctuations are expected to be much greater 
in the case of the low density model, 12 = 0.1, because there is less time for the 
fluctuations to grow before 12z -,~ 1. 

2. For the case of Cold Dark Matter fluctuations, the corresponding temperature fluc- 
tuations are ~ST/T = 10 -4.8 if 12 = 1,h = 0.75 and 10 -~'° if 12 = 0.2, h = 0.75. 
A number of factors contribute to the much smaller values of ~T/T expected in 
this model, in particular, the fact that a very much wider spectrum of values of k 
contribute to the density fluctuation A. 

These results are to be compared with the observed limits to fluctuations in the 
Microwave Background Radiation which correspond to ~ST/T ~ 5 x 10 -5 on the scale 
of 4.5 arcmin and a possible measurement of ~T/T ~ 4 x 10 -5 on an angular scale of 
8 °. As expected, it can be seen that the adiabatic baryonic picture is in serious conflict 
with the observations. It can only be rescued if there is further heating and ionisation 
of the intergalactic gas after the epoch of recombination and there is no obvious source 
of energy to achieve this in this model. The cold dark matter picture is in satisfactory 
agreement with the observations. 

5 .5  C o n c l u d i n g  R e m a r k s  

The net result of this discussion is that the one model which seems to be capable of 
satisfying the many constraints upon physical models of galaxy formation is the Cold 
Dark Matter theory. It should be emphasised that there are ways of reconciling the 
other theories with the observations but they require further, more or less arbitrary, 
additions to the straight-forward theory to ensure consistency with the observations. 
The aim of this section has been to provide the reader with the tools for constructing 
alternative theories of galaxy formation. 

As an example of the type of theory to which we have paid little attention and to 
which the above considerations may be relevant, there might be Isothermal Perturba- 
tions present in the Hot Big Bang. These are simply density perturbations in the initial 
conditions which are not accompanied by corresponding pressure perturbations in the 
radiation dominated plasma. There is no obvious origin for such perturbations in the 
standard picture but if they did exist, they behave very like cold dark matter pertur- 
bations except that they are frozen into the background radiation field and so do not 
grow after they enter the horizon until after the epoch of recombination. This means 
that they are essentially stationary at the epoch of recombination and so they cause 
much smaller temperature fluctuations in the Microwave Background Radiation. Similar 
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calculations to those given above for isothermal perturbat ions show that  3 T / T  ,.~ 10 -4.2 
if $2 = 1, h = 0.75 and * T / T  ~ 10 -~'~ if Y2 = 0.1, h = 0.5. This would be consistent 
with observation. Another way of describing these types of fluctuations is in terms of 
isocurvature fluctuations. 

The  reason for giving this example is to demonstrate  that  there are many varia- 
tions which can be invented given the basic rules described above. It might be that  a 
combination of many different types of per turbat ion contribute to the final scenario. All 
the models involve to a lesser or greater extent arbi t rary initial conditions from which 
they evolve. It is generally agreed that  the inflationary picture leading to a Cold Dark 
Mat ter  dominated Universe is probably the simplest of the theories which is consistent 
with most of the observations. If this is indeed the case, there are obvious implications 
for elementary particle physics. 

6 T h e  P o s t - R e c o m b i n a t i o n  U n i v e r s e  

As we come closer and closer to the present epoch, the questions become much more 
astrophysical and concern the non-linear development of the initial perturbat ions.  In 
this chapter  we will look at some aspects of the physical processes which are likely to be 
impor tant  during the post-recombination epochs. 

6.1 The Non-linear Collapse of Density Perturbations 

This is a huge subject and one which has to be tackled if we wish to be able to make re- 
alistic comparison between the theories and the observations. We have already discussed 
qualitatively the non-linear collapse of pancakes. Let us look at some of the simple exact 
results for spherical collapse which act as a paradigm for what one would like to be able 
to do in the general case. 

One calculation which can be carried out exactly is the collapse of a spherical region. 
The dynamics are exactly the same as those of a closed Universe with O > 1 i.e. they 
describe the cycloidal variation of the scale factor R as given by the pair of equations 
(68) 

R = a(1 - cos0) t = b(O - sin0) (68) 

where, in the cosmological case, a = ~2/[2(~2 - 1)] and b = Y2/[2H0(C2 - 1)~]. It is 
apparent  from equation (68) that  the expansion reaches its maximum value when 0 = ~r 
and collapses back to infinite density when 0 = 2~r. There are some interesting results 
which come out of this model. For example, when the per turbat ion stops expanding, 
/~ = 0 at 0 = r ,  the scale factor of the per turbat ion is Rp = 2a = C2/(f2 - 1). This 

occurs at t ime t = rb = ~'O/[2H0 (~2 - 1)]].  Therefore, the density in the per turbat ion 
relative to that  of the background density, which we take to be the critical ~ = 1 model, 
is pp/po = Ra/Rap = 9~r2/16 = 5.55. This means that ,  by the time the comoving sphere 
has stopped expanding, its density is already 5.55 times the background density. 

The per turbat ion collapses to infinite density at t ime t = 2~rb which is twice the time 
the per turbat ion takes to reach maximum expansion. Since 1:/cx t~, it follows that  the 
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relation between the redshift of maximum expansion Zma, and the redshift of collapse 
Z form is 

1 + Zfo~m 

I + Zmax 

This means that collapse occurs very rapidly, within a factor of two in redshift, once the 
perturbation starts to collapse. For example, if Z m ~  = 10, Z/o~m = 6. 

This is not a very useful example because the perturbation collapses to a black hole. 
In more realistic case, the perturbation will not be spherical but ellipsoidal in the low- 
est order approximation (see e.g. Peacock and Heavens (1985) for a discussion of the 
expected ellipticity distributions) and it collapses most rapidly along its shortest axis, 
as in the classical pancake picture. Another important point is that it is likely that 
the collapsing cloud fragments into subcomponents and the process of violent relaxation 
may take place in which the subunits reach a dynamical equilibrium under the influ- 
ence of large scale potential gradients in the cloud. This may be the process by which 
clusters of galaxies reach a dynamical equilibrium. Such a state must satisfy the Virial 
Theorem according to which the kinetic energy of the system is just half its (negative) 
gravitational potential energy. At Zma~ all the energy of the system is potential energy 
Y2p = - G M 2 / R .  If the system collapses to half this radius, its gravitational potential en- 
ergy becomes - G M 2 / ( R / 2 )  and, by conservation of energy, the kinetic energy acquired 
is 1 2 y M v  = - G M 2 / R  - [ - G M 2 / ( R / 2 ) ]  = G M e / R  i.e the kinetic energy is half of the 
negative gravitational energy. This simple calculation shows that to reach a dynamical 
equilibrium, the radius of the perturbation has to decrease by a further factor of 2 and 
hence the density increase by a further factor of 8. 

Thus, the final density of the bound object relative to the background density is at 
least a factor of 5.55 × 8 times the background density. For illustration let us see what this 
means for the redshifts when galaxies and other large scale systems separated out of the 
expanding background. The above factor is the minimum enhancement in the density of 
the bound object relative to the background. The density contrast may be much greater 
if other dissipative processes played a role in determining the final stable configuration. 
We can therefore state with some confidence that the density of the virialised object is 
at least 8 × 5.55 times the background density. We can write this as 

3~H02 
Pvlr ~ 5.55 × 8 × 8--~-(1  + zm~) 3 (108) 

Now, we can make a rough estimate of Pvi~ from the Virial Theorem. If M is the mass 
of the system and v 2 its velocity dispersion, the condition that the kinetic energy be half 
the gravitational potential energy means that 

1 M v  2 _ 1 G M  2 

2 2 R 

where R is some suitably defined radius and hence 

v 6 

pvi~ ~ ~G~M~ (109) 

Inserting this value into equation (108), we can find a limit to the redshift of formation 
of the object which we can write in the form 
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__2 ( )( (! + Zma.) £ 0.62 v 2 M 
100 kms -1 101~-M® (~2h) -~  

(110) 

What this sum amounts to is an improved version of the simple calculation presented 
at the beginning of Section 3 concerning the relative densities of objects and the back- 
ground density. Let us put in some representative figures. For galaxies having v ,-~ 300 
km s -1 and M ,,~ 1011M®, the redshift of formation must be less than about 25. For 
clusters of galaxies for which v ,-~ 1000 km s -1 and M ~ 1015M®, the redshift of forma- 
tion cannot be much greater than 1. This means that on average, the clusters of galaxies 
must have formed in the relatively recent past. The origin of this result can be under- 
stood from the fact that the relative density of a rich cluster to the background density 
is probably about 100 and once we take account of the above enhancement factors, the 
clusters must have virialised relatively recently. 

These simple calculations illustrate the limitations of the simple linear theory for 
the formation of structure in the Universe. 

6.2 T h e  Role  o f  D i s s ipat ion  

By dissipation, we mean energy loss by radiation, the result being to remove ther- 
mal energy from the system. So far we have mostly been considering the development 
of perturbations under the influence of gravity alone. In a number of circumstances, 
however, once the gas within the system is stabilised by thermal pressure, the loss of 
energy by radiation is an effective way of decreasing the internal pressure, thus enabling 
the region to contract to preserve pressure equilibrium. If the radiation process is very 
effective in removing pressure support from the system, this can result in what is known 
as a thermal instability. 

There are two important ways in which dissipation plays an important part in the 
story. The first is that we have to make stars in our protogalaxies. In the case of star 
formation in our own Galaxy, we know that the stars form within dusty regions. The 
sequence of events is that a region of a cool dust cloud becomes unstable, either through 
the standard Jeans' instability described in Section 3.2 or because of some external influ- 
ence such as the passage of the gas cloud through a spiral arm or perhaps by compression 
of the gas by the blast wave of a supernova remnant. The cloud collapses and loses its 
internal binding energy by radiation. This process continues until the cloud becomes 
optically thick to radiation. The loss of energy is then mediated by the dust grains in the 
contracting gas cloud. The cool dust grains are heated to temperatures of about 100 K 
and consequently they reradiate away the binding energy of the protostar at far infrared 
wavelengths at which the collapsing cloud is transparent. In the case of the very first 
generations of stars there is an obvious problem with this mechanism in that there are no 
heavy elements present in the primordial gas out which dust grains could be formed. For 
these first generation stars, the star formation process presumably has to take place in a 
gas of essentially pure molecular hydrogen. This suggests that the process of formation 
of the first generation of stars may well be different from the star formation we observe at 
the present day in our Galaxy. Once the first generation of massive stars has formed, it 
can be shown that the fraction of heavy elements in the interstellar gas builds up quickly 
and it is out of this enriched gas that dust and the subsequent generations of stars form. 
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Fig .  21. A schematic diagram showing the cooling rate  per  uni t  volume for a hydrogen-hel ium plasma 
by radia t ion as a funct ion of temperature .  

It is obvious that dissipative processes play a dominant role in the formation of stars 
and this naturally leads to the question of whether or not similar processes might be im- 
portant in the formation of larger scale systems. These processes were elegantly described 
by Rees and Ostriker (1977) whose presentation we will follow. The key diagram is the 
loss rate by radiation of a hydrogen-helium plasma as a function of temperature. A sim- 
plified version of this function is shown in Fig. 21, the cooling rate being given in a form 
such that the loss rate per unit volume is given by d E / d t  = -N2A(T) where N is the 
number density of hydrogen ions. At high temperatures the dominant loss mechanism is 
bremsstrahlung whilst at lower temperatures the main loss mechanisms are free-bound 
transitions of hydrogen and ionised helium. Therefore the cooling time of the plasma is 
simply the time it takes the plasma to lose all its thermal energy tcool ~ ~ N k T / N 2 A ( T ) .  
This time scale should be compared with the time-scale for collapse which is given by 
tdyn ~ (Gp)-½ oc N - ½ .  The significance of these timescales is best appreciated by in- 
specting the locus of the equality tcoot = tdyn  in a temperature-number density diagram 
(Fig. 22). 

It can be seen that that locus t~ool = tdvn is a mapping of the cooling curve of the 
hydrogen-helium plasma loss-rate into the T - N plane. Inside this locus, the cooling 
time is shorter than the collapse time and so it is expected that dissipative processes 
are more important than dynamical processes. It is straightforward to draw lines of 
constant mass on Fig. 22. It can be seen that the range of masses which lie within the 
curve correspond to 106 ~ M / M ®  ~ 1012. This is the most important conclusion of this 
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analysis. The  fact that  the masses lie so natural ly  in the range of observed galaxy masses 
suggests tha t  the typical  masses of galaxies may  not be wholly determined by the initial 
f luctuation spec t rum but  by  more astrophysical  processes as well. The  other lines show 
the loci corresponding to the radiat ion loss times being equal to the age of the Universe 
and to per turba t ions  having such low density that  they do not collapse gravi tat ional ly 
in 101° years. 
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Fig. 22. A temperature-number density diagram showing the locus defined by the condition that the 
collapse time of a region tdyn should be the same as its cooling Lime by radiation tcool (after Rees 
and Ostriker (1977)). Also shown are lines of constant mass, a cooling time of 101° years and the 
density at which the perturbations are of such low density that they do not collapse in the age of the 
Universe. Superimposed upon these lines is an indication of the typical number densities and equivalent 
temperatures for different types of galaxies and clusters of galaxies (after Blumenthal e¢ al. 1984). 

This d iagram can be used astrophysically in the following way. For any theory of 
the origin of the large scale s t ructure  of the Universe, one works out at each stage the 
density and t empera tu re  of the gas in the structures as they are forming. Fig. 22 can 
then be used to determine whether  or not the cloud is unstable to thermal  collapse. A 
good example  of this is found in the various forms of the pancake theory. When  the gas 
collapses into pancakes,  the ma t t e r  falls onto a singular plane and,  as a result, a shock 
wave passes out through the infalling ma t t e r  and heats it to a high tempera ture .  In 
this model,  galaxies form by thermal  instabilities in the heated gas. This is the means 
by which objects the mass of galaxies are formed within the pancake picture.  It  will 
be recalled tha t  in these models all small scale s t ructure  is damped  out either by  Silk 
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damping or by the free streaming of neutrinos. To put it another way, if the gas is heated 
above 104 K, there is no stable region for masses in the range 109 to 1012M®. 

The second thing one can do is to plot the observed location of galaxies on the 
temperature-number density diagram. This is also shown in Fig. 22. In this case the 
temperature is not used but rather an effective temperature associated with the velocity 

1 2 dispersion of the stars in the galaxy ½kTey.f ,~ ~ m v  . It can be seen that the irregular 
galaxies (Irr) fall well within the cooling locus and the spirals (S), SO and elliptical (E) 
galaxies all appear to lie close to the critical line. On the other hand, the clusters of 
galaxies lie outside the cooling locus. This suggests that cooling may well have been an 
important factor in the formation of galaxies but that, in the case of the clusters, their 
properties probably reflect the initial perturbation spectrum. 

6 .3  P r i m a e v a l  G a l a x i e s  

It is obvious from the above considerations that the understanding of the processes of 
galaxy formation would be much improved if galaxies could be observed in the process 
of formation. The considerations of the Section 6.2 suggest that galaxy formation may 
well have occurred in the redshift range 2 g Zlo,.m ~ 25. It is therefore interesting to 
work out whether galaxies in the process of forming their first generations of stars are 
observable. This topic has become a major growth area in astrophysical cosmology. The 
aim of these calculations is to predict the evolutionary behaviour of the populations of 
stars in the galaxy as it evolves, one condition being that the galaxies should end up 
resembling galaxies as we know them at the present epoch. 

The essential ingredients of the galaxy population models are the initial mass func- 
tion of the stars and a grid of models for the evolution of stars of different masses (see 
e.g. Rocca-Volmerange and Guiderdoni 1987). For very young galaxies most of the h -  
minosity is associated with massive stars on the main sequence. The results of these 
modelling exercises are clearly sensitive to the input parameters but a useful approxima- 
tion described by Baron and White (1987) is that a star formation rate of 1M® per year 
results in a luminosity of 2.2 x 109L® provided the initial mass function is similar to the 
standard mass function. The net result is that a galaxy of mass M is expected to have 
an initial luminosity of 

lOa )  
\ t f o r m  / Q 

(111) 

where tfo~m is the time during which the initial burst of star formation takes place. 
The initial luminosities of galaxies in the different models of galaxy formation de- 

scribed above can be estimated using this result. In a scenario in which galaxies form 
rapidly on a collapse time scale, tcon ~ 10 s years, galaxies such as our own, for which 
M .~ 1011M®, would be very luminous objects, L ~ 1012L®. This may be compared with 
the typical luminosity of galaxies, as characterised by the luminosity L* in the standard 
Schechter luminosity function of galaxies 

. L - 1 . 2 5  [" L "~ d L  (112) 
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Recent determinations show that L* ~ 1.6 x 101°h-2L®. Therefore, in the picture of 
rapid galaxy formation, the primaeval galaxies would be at least a factor of 10 more 
luminous than the typical galaxy observed at the present epoch. This type of picture 
might be applicable to the Hot Dark Matter model. These galaxies would be observable 
at redshifts z ~ 5 or greater. 

In the Cold Dark Matter picture the galaxies can be assembled over a much longer 
period out of smaller mass structures. Therefore, at any epoch, the luminosities of 
the galaxies are expected to be much smaller than those in the rapid galaxy formation 
picture. For example, if the galaxy builds up its stellar populations over a cosmological 
time-scale, the age of the galaxy at a redshift of 1 would be about 5 x 109h -1 years and 
therefore the mean luminosity of the galaxy, according to equation (111), would be only 
4.4 × 101°h-lL® which is not so different from L*. It would be difficult to detect these 
galaxies at very large redshifts. 

What would the spectra of primaeval galaxies look like? In a simple picture they 
may be thought of as gigantic versions of the regions of ionised hydrogen in which star 
formation is taking place in our own Galaxy. Their spectra would therefore be flat with 
an abrupt cut of at the Lyman limit. There would be strong narrow emission lines 
associated with the excitation of the ambient gas by the hot young stars. The whole 
spectrum would be redshifted by a factor of (1 + z) to longer wavelengths. Thus, if the 
epoch when the first generation of stars formed occurred at a redshift of, say, 5, most 
of the radiation would be emitted in the red and infrared regions of the spectrum. If 
the epoch of formation was 10, that the primaeval galaxies should be searched for in the 
infrared region of the spectrum at A ~ l#m. Searches have been carried out in the optical 
waveband and no convincing candidates for primaeval galaxies have been found. These 
searches are now possible in the infrared wavebands with the development of sensitive 
infrared cameras. These observations will soon be able to set firm limits to the length of 
the period during which the bulk of the star formation activity in galaxies took place. 

It is interesting that some of the large redshift radio galaxies have properties which 
strongly resemble what might be expected of a primaeval galaxy. Spinrad and his col- 
leagues (1987) have made beautiful observations of the most distant radio galaxies and 
they appear to have distinctly different properties from those observed at redshifts z g 1. 
Most of the strong radio galaxies at a redshift of about 2 appear to be associated with 
large clouds of ionised hydrogen which are intense emitters of L y m a n - a  radiation. These 
ionised gas clouds extend to scales of up to about 100 kpc about the radio galaxy and 
there is evidence for large amounts of star formation in these galaxies from observations 
of their optical-infrared colours. In a number of cases there is good evidence that the 
galaxies are undergoing mergers. The exact status of these galaxies in the scheme of 
galactic evolution is not clear but it seems beyond question that, in this class of highly 
luminous galaxy, active star formation is proceeding at redshifts z ~ 2 and that the stars 
axe forming out of the huge gas clouds associated with the radio galaxies (see Section 
6.4.5). 

6.4 The Evolution of Galaxies and Quasars with Cosmic Epoch 

An important development over recent years has been the capability to study selected 
samples of galaxies and quasars at cosmological epochs significantly earlier than the 
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present. These observations have provided convincing evidence for the astrophysical 
evolution of different classes of object with cosmological epoch and hence a number of 
important clues about the early evolution of galaxies and quasars. It is useful to recall 
the relation between cosmic time and redshift (Fig. 12). Marked on that diagram are 
the redshifts to which different classes of object can be observed more or less at the 
limits of present capabilities. Normal galaxies such as our own can only be studied out 
to redshifts of about 0.5. The giant galaxies such as the brightest galaxies in clusters and 
the radio galaxies can be observed to redshifts of 1 and greater if they have prominent 
emission lines in their spectra. The most distant radio galaxies known have redshifts up 
to about 4 meaning that they emitted their light when the Universe was about one fifth 
of its present age. The quasars span a similar range in redshift, the largest redslfift so far 
measured being 4.43. It is not at all unexpected that the properties of objects observed 
at redshifts of 1 and greater should differ significantly from those observed nearby and 
this is indeed found to be the case from many separate pieces of evidence. For all classes 
of object which we can observe at redshifts of about 0.5 and greater, there are significant 
changes in their properties relative to nearby objects. 

6.4.1 N o r m a l  Galaxies  

It is right that we should begin with the majority galactic population of the Universe, 
the normal galaxies. Counts of galaxies now extend to very faint magnitudes and there 
is good agreement among the observers about the nature of the number counts. In his 
review, Ellis (1987) has shown that counts made in the blue waveband show a significant 
excess of faint galaxies as compared with the expectation of uniform world models in 
which the comoving numbers and spectra of galaxies do not change with cosmic epoch 
(Fig. 23). The excess of faint galaxies appears to be smaller in surveys carried out 
in the red waveband. A second important point is that there appears to be a real 
scatter in the counts. At least part of this scatter must arise because of the clumping 
of galaxies along the line of sight illustrated in Fig. 4, i.e. the number of galaxies 
fluctuates depending upon the line of sight which one chooses through the spongy large 
scale distribution of galaxies. The third point, which is likely to account for the first 
result, is that spectroscopic surveys of faint galaxies have shown that they are significantly 
bluer than expected. Typically these galaxies have redshifts about 0.5 and the effect can 
be interpreted as the result of enhanced star formation activity at a redshift of 0.5 as 
compared with zero redshift. 

A similar effect is found in the properties of galaxies which are members of rich 
clusters. Butcher and Oemler (1978, 1984) first noted that, with increasing redshift, the 
fraction of blue galaxies increases. This effect has been much discussed and, although it 
is possible to find clusters which show little blue excess at moderate redshifts, there is 
no question but that there appear to be more blue galaxies at large redshifts. The cause 
of this is not clear. In some cases it may be due to the presence of active galaxies but 
the most likely explanation is that there is again more star formation activity at large 
redshifts. In the case of the rich clusters of galaxies, it is not surprising to see these effects 
because, as discussed in Section 6.1 above, for all but the very richest relaxed clusters, 
there have not been more than a few crossing times during the life of the cluster by a 
redshift of 0.5 and therefore some traces of the formation process might be expected. 
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Fig. 23. Recent counts of faint galaxies in the Bj waveband compared with the expectations of a uniform 
world model (Ellis 1987). 

6 . 4 . 2  E x t r a g a l a c t i c  R a d i o  S o u r c e s  

The counts of radio sources and the V/Vmax test have long provided convincing evidence 
for strong changes in the evolutionary history of the radio source population. There 
have been significant advances in recent years as more complete samples of sources have 
been identified and the fraction of these sources for which redshifts have been measured 
has increased thanks largely to the heroic efforts of Spinrad and his colleagues (1987). 
Another important realisation has been the importance of the infrared waveband 1 - 
2#m for identifications and photometry of radio sources as discussed in Section 2.5.3. 
The remarkable result of these developments is that, for most of the samples of bright 
sources, it is now possible to identify all the radio sources either in the optical or infrared 
wavebands. 

All the radio, infrared, optical and redshift data have been used to construct models 
of the evolution of the luminosity function of radio sources with cosmic epoch. The free- 
form modelling techniques of Peacock (1985) have been extended by Dunlop (1987) to 
include all the new data. A sample of his results is shown in Fig. 24 in which the evolution 
of the radio luminosity function of the radio sources with redshift is displayed. The models 
for both steep and flat spectrum radio sources show the same rapid increase in their 
comoving space densities with increasing redshift followed by a rapid decline at the largest 
redshifts. Another important development has been that, with the increased numbers 
of identifications and redshifts, it is possible to determine the evolution of the comoving 
space density of sources directly. Excellent agreement between these observations and 
the free-form models has been found by Dunlop (1987). 

Another interesting recent result which Dunlop (1987) has derived from these data is 
the ability of pure luminosity evolution of the strong radio source population to account 
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Fig. 24. Changes in the form of the radio luminosity function per unit comoving volume with redshift. 
This model can account for all the present observations and is described in terms of luminosity-evolution 
in which the luminosity function of the strong radio sources is shifted to higher radio luminosities at 
early epochs. The maximum luminosity occurs at redshifts z ~ 2 - 3. At larger redshifts, the average 
luminosity decreases from the maximum value (Dunlop 1987). 

for the observed changes in the form of the luminosity function, as previously suggested 
for the radio-quiet quasars (see Section 6.4.3). The radio luminosity function can be 
split into two components,  one consisting of intrinsically weak radio sources associated 
with normal and Seyfert galaxies and the other  consisting of the powerful extended and 
compact radio sources which typify the strong radio source phenomenon.  Shifting the 
strong radio source luminosity function purely in radio luminosity whilst the normal 
galaxy function remains unchanged can account very well for all the observations. The 
sense of these changes is indicated in Fig. 24. Interpreted literally, the evolution of the 
radio luminosity function suggests that  the sources were at their most luminous at a 
redshift of about  2 - 3. Running the clocks forward, the mean radio luminosity of the 
sources increased to a maximum value when the Universe was about  25% of its present 
age and it subsequently declined to its present value. The interpretat ion of this behaviour  
requires much more s tudy of the astrophysics of strong radio sources which is still not 
unders tood in predictive quanti tat ive detail. 

One way in which these results impinge directly upon the formation of galaxies is 
that  it is now well-established that  the strong radio sources are only associated with the 
most luminous galaxies. It is not unders tood why this occurs but  the enhanced level of 
radio source activity at z ~ 2 - 3 might be associated with the fact tha t  the most massive 
galaxies are only assembled ra ther  late in the Universe. This has a natural  interpretat ion 
in either the Cold or Hot Dark Mat ter  pictures. In the former, the clustering of small- 
scale structures may  only reach the size of giant galaxies at a redshlft of about  3; in the 
latter ,  the pancakes only collapse at late epochs. 
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6.4.3 Radio Quiet Quasars 

Similar evolutionary behaviour over cosmological time scales has been established for the 
radio quiet quasars. They display a steep number count and the changes of the optical lu- 
minosity function with cosmic epoch has been derived by Boyle and his colleagues (Boyle 
et al., 1987). At zero redshift, the luminosity function of the overall quasar population 
joins smoothly onto the luminosity function of Seyfert galaxies, an important but natural 
continuity of the properties of these classes of object. With increasing redshift, there are 
many more quasars of a given luminosity than would be expected. The range of redshifts 
over which the analysis of Boyle et al. can be carried out is limited to 0 < z < 2 as a re- 
sult of their colour selection criteria for radio-quiet quasars. Over this redshift range, the 
change in the luminosity function is very similar to that of the radio luminosity function 
for radio sources shown in Fig. 24. 

Systematic surveys have been made to determine complete samples of larger redshift 
quasars by a number of authors (Schmidt, Schneider and Gunn, 1987, Warren et al. 
1987). It is relatively easy to find large numbers of quasars with redshifts up to about 3 
but it has proved very difficult to discover quasars with redshifts greater than 4. Suddenly, 
in mid-1986, the breakthrough occurred and now 6 quasars with redshifts greater than 
4 are known. These have been found in systematic surveys but there has also been an 
element of chance. The second largest redshift quasar was found accidentally on a long 
slit spectrogram while another object was being observed. These data provide important 
information about the large redshift behaviour of the luminosity function of quasars. 
Despite the discovery of quasars with redshifts greater than 4, there still appears to be 
a significant deficit of large redshift objects. The data suggest that there may well be a 
decline in the large redshift behaviour of the quasar population similar to that established 
for the radio sources. 

6.4.4 The Stellar Populations of  Distant Radio Galaxies 

The problem with studying the evolutionary behaviour of radio sources and quasars 
is that their astrophysics is not secure enough for detailed studies of the implications 
of the observed evolution to be made. In contrast, there are good reasons to suppose 
that the evolution of the stellar content of these galaxies may be more susceptible to 
quantitative analysis. The reason radio galaxies are so important is that they are the 
only stellar systems available in reasonable numbers at redshifts greater than one for 
which studies of their stellar populations can be made. This programme would not 
have been possible without the spectra of these very faint objects which can be as faint 
as R = 24.5 and Spinrad's perseverance has been well rewarded by the discovery that 
these objects have strong narrow emission lines which makes the redshift determination 
possible. Another reason why the radio galaxies axe so useful is that they form complete 
statistical samples with well defined selection criteria with the result that, although there 
might be astrophysical biases within the sample, because the samples are completely 
identified, the selection criteria are well defined. 

The other key point is the importance of the near infrared waveband for these stud- 
ies. First, the typical spectrum of a giant elliptical galaxy peaks at about l#m and 
therefore, when observed at large redshifts, most of the energy is shifted into the infrared 
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waveband, 1 - 2#m. Thus, it is relatively easier to detect very distant radio galaxies 
at 2#m as compared with the optical waveband. The second point is astrophysical and 
that is that the stars which contribute most of the light in the infrared waveband are 
stars belonging to the cool red giant branch. These stars are derived from the oldest 
stellar populations of the galaxy. Therefore, when the integrated light of the galaxy is 
measured, the evolution of the stellar population of the galaxy is averaged over cosmo- 
logical timescales. This contrasts strongly with what is observed in the optical region 
of the spectrum in which much of the light can be contributed by young stellar popula- 
tions which are still undergoing their main sequence evolution. Thus, the optical light 
of a galaxy can be strongly influenced by bursts of star formation occurring throughout 
the life of the galaxy whereas the infrared observations sample the majority old stellar 
population. 

These expectations are borne out in practice - the redshift-magnitude relation in 
the K waveband (2.2#m) is very tight out to redshifts of 1.5 or more (Fig. 13) whereas 
the R magnitude-redshift relation shows a wider dispersion in the observed magnitudes 
at redshifts greater than about 0.5. This confirms the theoretical expectations which 
are illustrated by the various models discussed by Spinrad (1987). The K magnitude 
- redshift relation supplemented by optical-to-infrared colours and optical spectroscopy 
of the galaxies provide a picture in which the galaxies have been undergoing passive 
evolution superimposed upon which there have been bursts of star formation, possibly 
associated with the events which gave rise to the radio sources. By passive evolution, 
we mean the underlying evolution of the primordial stellar populations which occur as 
various classes of star evolve off the main sequence and become red giants. It turns 
out that the expected evolution of the K-luminosity of a giant elliptical galaxy can be 
worked out in a remarkably model independent way because the red giant branches for 
stars with mass roughly that of the Sun are remarkably similar. On very general grounds, 
it is expected that the galaxies should be about 1 magnitude brighter at a redshift of 
1 as compared with their luminosities at the present day. Let us demonstrate how this 
comes about. 

The K-lumlnosi ty  of the galaxy is proportional to the number of red giant stars 
NRa.  If TRa is the average lifetime of stars on the giant branch, then 

dN [ dMt o "~ 

where N ( M )  is the initial mass function of stars on the main sequence and Mto is the 
main sequence termination point at which stars move off the main sequence onto the 
giant branch. If we make the assumption that the mass-luminosity relation is of power- 
law form, L oc M r, the lifetime of the star on the main sequence tto is proportional to 
the ratio of the available energy, which is proportional to the mass of the star, divided 
by the energy loss rate which is just the luminosity of the star L, i.e. t,o oc M -('1-1) If 
the initial mass function is of power-law form, d N / d M  c< M - z ,  then the luminosity of 
the red giant branch is 

L o c N R a o c t  ~ - 1 ,  

For stars with M ,.~ M®, appropriate values are V = 4,x = 1 and hence L oct -1. At a 
redshift z = 1,t = t0/2 if 12 = 0 and t = ~ ~t0 if 12 = 1. Therefore, the galaxy should be 
about a factor of 2 to 3 more luminous at a redshift of 1 as compared with the present 
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epoch, i.e. about a magnitude brighter. Obviously, this simple argument can be made 
much more precise by more detailed modelling. 

As discussed earlier in Section 2.5.4, we have used these models in conjunction 
with our observed K-magni tude  - redshift relation to solve for q0 (Lilly and Longair 
1984). The value of q0 probably lies somewhere in the range 0.1 < q0 < 0.9. From my 
perspective, the important point is that the types of evolutionary change which must 
have taken place can now be observed and, with large enough statistics, it should be 
possible to obtain improved estimates of this evolution and possibly of q0. 

A fascinating example of how observations of this type can provide important in- 
formation related to galaxy formation is the recent observation of the very distant radio 
galaxy 0902+34 which has redshift 3.4 (Lilly 1988). In addition to measuring its redshift, 
Lilly obtained photometry at optical and infrared wavelengths which showed clearly the 
presence of a giant branch in the broad-band galaxy spectrum. Similar spectra have been 
found by him in other very faint radio galaxies (Lilly 1989). By fitting galaxy population 
models to these observations, he was able to estimate the age of the stellar population 
of the galaxy as 2 × 109 years. If the population were any younger, the galaxy would 
be much brighter in the optical relative to the infrared waveband. Let us adopt as long 
time-scales as possible. If we assume Y2 = 0, h = 0.5, the Universe was only 4.5 × 109 
years old at a redshift of 3.4 and therefore the stellar population must have formed when 
the Universe was only 2.5 × 109 years old, i.e. at a redshift of 7. In other words, the 
stellar population must have formed when the Universe was only about one-tenth of its 
present age. In principle, this line of reasoning can be used to constrain the parameters 
of cosmological models. For example, if Y2 > 0, h = 1, the Universe would be less than 
2.25 × 109 years old at z -- 3.4 and there is barely time for the stellar population to have 
formed. This analysis is indicative of the type of information which can be derived from 
observations of the stellar populations of very distant galaxies. 

6.4.5 The Lyman-~ Galaxies 

The success of Spinrad and his colleagues in measuring the redshifts of these very distant 
radio galaxies has been due to the fact that they possess strong, narrow emission lines in 
their spectra. These are ideal for studying the astrophysics of galaxies because the strong 
narrow lines enable the redshift to be found without contaminating the underlying stellar 
continuum radiation. Among the most remarkable discoveries of this programme has been 
that of L y m a n - a  galaxies which have such large redshifts, z > 1.6, that the L y m a n - a  
line is redshifted into the accessible optical waveband (Spinrad 1987, Djorgovski 1987). 
These galaxies have enormously powerful L y m a n - a  emission lines and, in addition, the 
L y m a n - a  emission does not come from the nuclear regions of the galaxies but from 
a region which can extend well beyond the confines of the galaxy. In some cases, the 
extended L y m a n - a  emission has the same extent as the blue continuum radiation which 
is inferred to be associated with active star formation. These results seem to provide a 
consistent picture in which there is extensive star formation occurring over the bulk of 
the galaxy and possibly outside its normal confines. 

One of the most remarkable results of these studies has been that the radio structure 
of the double sources seems to be aligned with the major axis of the L y m a n - a  cloud 
which introduces a remarkable new feature into the relation between the optical and 
radio activity in these objects (McCarthy et al. 1987). Is the star formation stimulated 
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by the formation of the radio source? Does the infall of material into the galaxy define 
the axis along which the radio jets are ejected? 

Whilst pursuing these studies, the unidentified sources 3C 326.1 and 3C 294 were 
observed and, to the observers' surprise, they were found to be strong L y m a n - a  sources, 
with redshifts 1.825 and 1.779 respectively. These Giant L y m a n - a  Clouds are very 
extended and have large internal velocity dispersions. The ionising spectrum appears 
to be soft. Exactly what these objects are is a matter of the greatest interest. One 
interpretation is that they are galaxies in the process of formation. It should be a 
relatively easy matter with the new generation of infrared array cameras to find the 
galaxies which are presumably underlying these Giant Clouds. These are the first really 
strong candidates for any class of galaxy at an early stage in their evolution. 

7 C o n c l u s i o n  

The present survey is a gentle introduction to many of the most important develop- 
ments in our understanding of the formation of galaxies. It should be noted that there 
are many topics which I have not covered but which should form part of a more complete 
survey. Among topics which merit proper discussion I would include the re-ionisation 
of the intergalactic gas, the nature of the absorption line systems observed in distant 
quasars and their role in cosmology, the origin of the angular momentum of galaxies and 
many other theoretical topics. The books listed below cover many of these topics. 

The survey also highlights areas which are ripe for exploration by the new observing 
facilities. It is unnecessary to list all the observations one would like to make of direct 
relevance to the problems of galaxy formation. What is striking about the subject is 
that many questions have arisen which can be answered by observation if the time is 
made available for their study by the present and next generation of telescopes. Many 
key programmes which are now at the very limit of what is possible should become quite 
straightforward with the new generation of telescopes. Prime among these facilities will 
be the Hubble Space Telescope, the Infrared Space Observatory, the Advanced X-ray 
Astronomy Facility and the coming generation of Very Large Telescopes. It will be 
intriguing to compare what are currently seen to be the major issues of galaxy formation 
with the position in ten years time. 
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The following books and reviews axe recommended for many more details of the 
topics discussed in the lecture notes. 
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1 I n t r o d u c t i o n  

These lectures fall into three parts: orbits, equilibrium models and perturbation theory. 
The lectures on orbits and equilibrium models follow closely §§3.1-3.5 and 4.1-4.5 of the 
book Galactic Dynamics ,  1 reworked to fit into four lectures by omission of the least vital 
or most technical material, and abbreviation of some derivations; more detail on most 
topics will be found in GD. The last two lectures introduce the student to perturbative 
galactic dynamics. 

This last topic has been for too long the exclusive preserve of a small coterie of pro- 
fessional dynamicists. In practice physics proceeds by first solving exactly a small number 
of idealized problems, and then perturbing these solutions into approximate models of 
systems of real physical interest. Hence nearly all field theory is based on perturbation of 
the harmonic oscillator, much of statistical mechanics is concerned with perturbed ideal 
gases, and so forth. Hence the failure over the years of stellar dynamicists to emphasize 
adequately the methods of Hamiltonian perturbation theory may in some measure ac- 
count for the disappointingly slow progress of our understanding of galaxies compared, 
for example, with the explosive growth in our knowledge of atomic and subatomic struc- 
ture that has been achieved over the same period. I hope that this situation may be 
in some small measure ameliorated by my devoting a third of an introductory course in 
stellar dynamics to perturbation theory. Since perturbation theory is most conveniently 
formulated in terms of action-angle variables, the material selected from GD for the first 
four lectures gives relatively more space to these coordinates than does the book itself. 

2 The  C o n t i n u u m  A p p r o x i m a t i o n  

The stellar components of galaxies appear to be rather smooth. This suggests that we 
model their gravitational force-fields by those generated by continuous density distribu- 
tions p(x) equivalent to their actual star densities. Clearly this is only an approximation 
to the truth, and our first task must be to estimate the time during which a stellar orbit 
in such a smooth mass distribution yields a decent approximation to the true motion. 

1 Galactic Dynamics, J. Binney $r S. Tremaine, Princeton University Press, 1987 - hereafter "GD". 
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We consider first an infinite homogeneous system of identical stars, mass m and number 
density n. A test star moves at velocity v with respect to the other stars, which we imag- 
ine to be stationary. If we replace this system's discrete mass density with its smoothed 
value p = nrn, the gravitational force vanishes everywhere and the test star's orbit is a 
straight line. Actually the test star is pulled now this way, now that as it passes each 
background star. Since the star's velocity is approximately constant we can estimate 
impulse the star receives perpendicular to its unperturbed path each time it passes a 
background star by integrating the gravitational force between the two stars along the 
unperturbed orbit. It is straightforward to show (see GD §4.0) that during a passage at 
impact parameter b the test star acquires transverse velocity satisfying 

2Gm 
by (1) 

Since the background stars are randomly distributed in space, these velocity changes add 
incoherently. After time t the cumulative perturbation Iz~vilt satisfies 

In,,±l  = Z - 4cy__t f n v 2 7 f b d b  

v2 b2 (2) 

-S G2m ntf  " v  

The integral over impact parameter b diverges at small b because we have integrated 
the forces along the unperturbed trajectory and this procedure becomes meaningless for 
impact parameters smaller than that, bmln = G m / v  2, associated with scattering through 
a non-negligible angle. This difficulty can be entirely eliminated by employing exact 
Keplerian trajectories--see §7.1 of GD for details. For our order-of-magnitude calculation 
it suffices to simply trucate the integral at brain. The divergence of the integral in equation 
(2) at large b is more interesting. Clearly, in a real system the largest impact parameter 
bm~x cannot exceed the characteristic size _R of the system. Indeed, one might think 
that b should not exceed the mean interparticle separation n -1/3. Careful examination 
of this question leads to the conclusion that b~x ~ R (Spitzer 1987, §2.1). Defining the 
Coulomb logarithm by 

R v  2 
lnA ---- ln(bmax/bmln) ~- G m '  (3) 

we conclude that Inv±l~ ~- v ~ after a time 

V 3 (4) 
trel~x = 8~r( Gm )2 n in A" 

According to the virial theorem (§4.3 of GD), 

v2 ,,~ G m N  
_ - - - - ~ ,  where N =- ~ r n R  3. 

Thus the ratio of the relaxation time trelax to the crossing time t~ . . . .  =-- R / v  is 

trelax v3 N ~ Tr R 3 v N (5) 
tero~ -- 8~(v 2R) 2 In A R 6 In A" 

Typically In A lies in the range 5 < In A < 25. So in systems in which N exceeds a 
few hundred, the continuum approximation should yield orbits that are valid for several 
crossing times. N > 105 in a globular cluster and N > 101° in a galaxy. 
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Fig. 1. The effective potential 4~eff is very anharmonic. Here ~efr is plotted for the case 4i c¢ 1/r. 

3 O r b i t s  

3 . 1  O r b i t s  i n  s p h e r i c a l  p o t e n t i a l s  

A review of the s t ructure  of orbits in spherical potentials serves to introduce the impor- 
tant concept of an isolating integral. 

The  equation of motion is 
= F ( r )6 r .  (6) 

Dott ing through by r we show that  the angular momentum vector L = r × v is conserved. 
Hence the motion occurs in a plane. Let (r, ¢ )  be polar coordinates in the orbital  plane. 
In terms of these coordinates the equations of motion read 

- ~¢~ = F ( r )  (7) 

2 ÷ ¢ + v ¢ = 0  =~ v 2 ¢ = L .  

Eliminating ¢ from the first equation, we obtain an equation of one-dimensional motion: 

~: - L 2 / r  3 = F ( r ) .  (8) 

Figure 1 is a plot of the effective potential  

L2 f ~ o  
• ¢ff = ~( r )  + 2r---~, where ~( r )  = F ( r )  dr, (9) 

which governs this motion. From the asymmetry  of this potential  about  its minimum we 
see that  we are dealing with a thoroughly anharmonic oscillator. 
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The oscillator's energy equation is 

L 2 
1 .2 1 .2  
~r + # e f f = ~ r  + # + ~ r  2 - Z  (a constant).  (10) 

Since 1 2 2 7L / r  is just the kinetic energy of the orbiting particle's tengential motion, E is 
simultaneously the energy of the anharmonic oscillator and of the underlying orbit.  

If we eliminate t ra ther  than  ¢ between equations (7), we obtain an equation that  
determines the orbit 's  shape. This equation is most conveniently wri t ten in terms of the 
variable u - 1 / r :  

d2u F ( 1 / u )  1 
d e  2 + u = L2u2  , where u - -'r (11) 

As an example of the use of this equation, consider the case of Keplerian motion. Then 
F ( r )  = - G M / r  2 and equation (11) becomes 

d 2 u G M  G M  
d¢--~ + u - L2 ~ u = - ~ [ 1  + e cos(¢ - ¢0)]. (12) 

Here the eccentrici ty e and semi-major axis a are constants. According to equation (12), 
u is periodic in ¢ with period 2~r, and thus the orbit is closed. In fact, the orbits are 
elliptical with the centre of a t t ract ion at one focus. Physically, the particle 's t ra jectory 
closes on itself because the period Tr of the anharmonic oscillator tha t  describes the 
radial motion is exactly equal to the time required for the particle to orbit once around 
the centre. In terms of angular frequencies we express this circumstance by the equation 
2~r/Tr = o Jr = w , .  

Consideration of motion in the harmonic potential  

1--2 2 (13) # = # 0 + ~ L  r 

shows that  in general w~ # we. The  equations of motion of the Cartesian coordinates 
now decouple: 5} = -192x etc, and have solutions 

x = X cos(12t + ¢~), y = Y sin(Y2t + ¢y), (14) 

where X,  Y and the ¢i are arbi t rary  constants. It follows that  the orbits are ellipses 
centred on the centre of at tract ion.  The particle completes two radial oscillations in the 
t ime taken to revolve once around the centre. In terms of frequencies w~ = 2w,.  

3 . 2  I n t e g r a l s  

We define an integral to be a function I (x ,  v)  of the phase-space coordinates which is 

d I  o r b i t  such that  - ~  = 0. (Notice that  we do not allow time to appear  explicitly in I . )  L~, 

Ly, Lz and E are all integrals, as is any function of any number of integrals. Thus in 
a strict sense there are infinitely many different integrals. However, I = / ~ ,  + Ly is not 
independent of L~ and L y  since we can predict its value as soon as we know/5~ and- L v. 

When I speak of the "number of integrals" I mean the number  of integrals in the largest 
set of mutual ly  independent  integrals. 
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Since each independent integral imposes through I = constant a fresh constraint 
on the phase-space coordinates, we expect the number of integrals to determine the 
dimensionality of the orbit. Kepler orbits are one-dimensional, which suggets that  these 
orbits admit five integrals. We know of only four; Lx, Lv, L~ and E. To find the fifth 
consider equation (12) rewritten as 

a(1 - e 2) L 2 G M  
r = where a -  - (15) 

1 + c cos(¢ - ¢0) GM(1 - e 2) 2E 

Clearly the semi-major axis a(E)  and eccentricity e(E, L) are integrals. Solving for ¢0 
we find that  it is also an integral: 

Co(x, v ) :  ¢ -  arccos { 1[a(1- e2)- 1]}. (16) 

As the case of Keplerian motion displays, the number of integrals cannot be smaller 
than N - (6 - dimensionality of orbit). However, the number of integrals can exceed N 

c se o '  O---- + s ows a s  

If you integrate orbits in this potential you will find they look like the orbit of Figure 
2. The orbit fills a two-dimensional portion of real space. Furthermore, at each point 
in the orbit 's annulus just two velocity vectors are allowed. 'Hence the orbit occupies a 
two-dimensional region of phase space also. Yet it is easy to show that  these orbits still 
have a fifth integral ¢0. Equation (11) now reads 

d2u (1 2GMr0 h G M  (17) 
d¢---~+ ~ j u -  L2 . 

As for Keplerian motion, this is the equation of a harmonic oscillator, but  the frequency 
is no longer 2r.  Solving for u yields 

u = ~ K ~ + e cos , where K - 1 1 L2 

From this it follows that  ¢0 is an integral. To see why it does not reduce the orbit 's 
dimensionality, suppose we are given L, E,  ¢0 and r and seek to find the corresponding 
value(s) of tb. We have 

(19) 

But the we can always add 2m~r to the value of the arccos in this equation, and when 
we do so we add 2taKer to ¢. But K will almost always be irrational. So by adding 
2m~r to the arccos with sufficiently large rn we can make (¢ mod 2~r) approach any given 
value as closely as we please. Hence ¢0 imposes no useful constraint on the particle's 
motion. Such an integral is said to be non-lsolatlng. Only isolating integrals reduce the 
dimensionality of an orbit. 
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Fig. 2. Most orbits in central potentials form rosettes rather than closed curves. 

3 . 3  A x i s y m m e t r i c  P o t e n t i a l s  

Let (R, ¢, z) be a system of cylindrical polar coordinates. Then  writing r = R~R + z6,, 
the equations of motion in an axisymmetric potential  become 

and 

d ( R 2 ¢ )  = 0 ==~ R2q~ = Lz, a constant,  (20) 

= O~ett 

L~ (21) OR where ~ef~ ---- ~ + 2R 2 • 
0~efr 

Oz 
Figure 3 shows isopotential contours of ~ef~ for the case of the potential  

0 ( ~v 0 in R 2 z2 

which generates a constant circular velocity. ~eff has a minimum at the radius of the 
circular orbit  with angular momentum L~. 

Equations (21) reduce the orbit  to motion in the meridional plane (R, z). The  orbit 's  
energy, 
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Fig. 4. Orbits in the effective potential Fig. 3 are constrained by an effective integral in addition to E; 
the two orbits have the same energy. 

E 1 "2 (23) = ~(R + ~ 2 ) + ~ e ~  

is the  on ly  ana ly t i ca l ly  avai lable  in tegra l  of this  two-d imens iona l  mot ion .  However,  F igure  

4 clearly shows t h a t  o rb i t s  are cons t r a ined  by  some add i t iona l  integral .  W h a t  is i t? As 

is of ten the  case in  physics,  one can  give a s imple  answer in two ex t reme  cases. 
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Fig. 6. Consequents in the (R,/~) surface of section of the orbit of Figs 4 and 5. If L were exactly constant 
1 2 +~eff(R, 0) = E. the consequents would lie on the dotted curve. The full curve is the contour ~v R 

3 .3 .1  N e a r l y  s p h e r i c a l  

In a spher ica l  p o t e n t i a l  the  o rb i t  would  be conf ined to  a plane.  L/Lz would  d e t e r m i n e  

the  i nc l ina t ion  of  th is  p l ane  to  t he  z-axis  (where  L - ILl), and  if Lc(E) is t he  angu la r  

m o m e n t u m  of a c i rcu la r  o rb i t  of  ene rgy  E, L/Lc would  d e t e r m i n e  the  w i d t h  of  t he  annulus  

f o r m e d  by the  o rb i t  in its p lane.  In a f l a t t ened  po ten t i a l ,  t he  vec to r  L is no t  conserved ,  
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but its magni tude  nearly is (Figure 5). The orbit becomes a slightly elliptical rosette in 
a precessing plane perpendicular to the instantaneous value of L. The inclination of this 
plane to the z-axis is approximately constant as it slowly rotates about  the axis. Figure 
6 illustrates the t ru th  of these statements in terms of a device called a surface of section 
introduced by Poincar6. 

To make a surface of section for a two-dimensional orbit, we choose a coordinate 
condition, for example z = 0, and note down the value of the other coordinate,  say x, and 
its conjugate momentum v,  every t ime the condition z = 0 is satisfied as we numerically 
integrate the orbit.  The  pair of points (x, vx) thus obtained is called a consequent. The 
surface of section is simply a plot of each consequent in the (x, v , )  plane. 

The  condition z = 0 constitutes one restriction on the four phase-space coordinates 
of a two-dimensional orbit,  and the equation H(x ,  v) = E (where H is the Hamiltonian) 
is a further  restriction. Hence if an orbit is not restricted by a further  integral, it is 
free to explore a fully two-dimensional subset of the surface of section. However, if some 
additional integral I (x ,  v) is conserved, there is a third restriction on the four phase-space 
coordinates and the consequents should form a one-dimensional set, i.e. they should lie 
on a curve- -a  so-called invariant curve. Figure 6 shows that  the consequents of the orbits 
shown in Figure 4 do indeed lie on a curve. Furthermore,  it is easy to derive the curve 
the consequents would follow if the third restriction were L = constant.  This curve is 
also shown in Figure 6, and the consequents do indeed lie close to this curve. 

3.3.2 The  epicycle  a p p r o x i m a t i o n  

Suppose we develop d~f~ in a Taylor series about  its minimum at the radius Rg of the 
circular orbit of angular momentum Lz:  

1 2 2 1 2 2 (24a) ¢ ¢ f f = c o n s t + ~ t ¢  x + ~ v  z + . . . ,  

where 
I 02 ~eff I 02~efr , v 2 -- 

x -- R -  R g ,  ~2 _ O R  2 (R~,0) Oz 2 (R,,0)" (24b) 

Then the x and z motions decouple and we obtain two energy integrals 

x = X cos(~t + ¢0) z = Z cos(vt + ~), 
1 2 ~2(R Rg) 2] Ez = ~[vz + .:z~]. (25) ER =-- ~[v R + -- 1 2 

(Here X, Z, ¢0 and ~ are constants.) It is easy to show that  these integrals would cause 
invariant curves in the ( R ,  vR)  surface of section to be ellipses centred on (Rg, 0). The 
approximation (25) to an orbit  is known as the epicycle approximation. This approxi- 
mation is often employed, so it pays dividends to look a bit more closely at it and the 
quantities it introduces. 

The frequency ~ defined by (24b) is called the epicycle frequency. It is interesting 
to relate it to the circular f requency/2 .  We have 2 

v 2 1 0¢  1 0¢¢ff L~z ~2 __ C 
= R - - z  = R O R -  R OR + --R4, (26) 

SO 

2 I shall always reserve/2 for the angular frequency and ve for the speed of a circular orbit. 



106 

t~ 2 O(RQ 2) 3L~ _ 0 ~  2 
-- ( 9 ~  + - ~  = H - ~  + 4/22. (27) 

Since in galaxies J? invariably decreases with increasing R, but never faster than  it does 
for Keplerian motion ( ~  e¢ R-3/2), it follows that  

~2 < t¢ < 2S2. (28) 

I introduced the epicycle approximation .in the context of motion in the meridional 
plane. But through conservation of Lz = R2¢ it makes perfectly definite predictions for 
the C-motion. Let 

y -- Rg[¢ - (¢0 + ~/t)] (29) 

be the tangential displacement of the star from the position it would occupy on a circular 
orbit of the same Lz (the "guiding centre"). Then expanding the constant Lz = R2¢ to 
first order in the displacements from the guiding centre, we obtain 

2 f /X  
¢ = ¢0 + 12t - -  sin(at + ¢0). 

Hence 
Y 2g2 

y = - Y s i n ( m t + ¢ 0 )  where X - ~ = 7  > 1. (30) 

Thus the epicycles are elongated tangentially. 
Finally, it is useful to employ this last result to eliminate (R - Rg) from ER. Let 

v ~ denote the star's velocity with respect to the galactic centre in an inertial frame and 
v = v ~ -VLSa be the velocity with respect to the Local Standard of Rest (i.e. the circular 
speed at radius J~). Then 

v (R0) v ; ( R 0 )  - vo (R0)  = R 0 ( $  -  20) 

= R 0 ( ¢  - + -  20) 

d~2 x] .  
(31)  

Replacing ¢ by/2g(1 - 2x/Rg) this becomes 

vrk ,.,,O-Ro x 

=__ 2Bx. 

(32) 

Thus ER ~-- ½[v~ + 72v~1 where ~, -- ½RIB -= 2~2g/1¢. In this form ER looks like the 
kinetic energy of peculiar motion, excepting that  in general 3' ~ 1. We shall find that  
important  consequences follow from 3' ~ 1. 
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F i g .  7. Two orbi ts  of  t he  same energy in the  ba r r ed  potent ia l  (33a). 

3.4 Non-Axisymmetric  Potentials 

Many, perhaps most, galaxies are barred. In general the major axis of the galaxy's 
potential rotates with respect to inertial space. Motion in such potentiMs is very complex. 
So here I shall restrict the discussion to non-rotating potentials; our results will apply 
sufficiently close to the centre of a rotating potential. A further important restriction 
will be to motion confined to the galaxy's equatorial plane. 

Consider the toy potential 

~L(~g , y )  = 1 2 2 X 2 ~v ° ln(R e + + y2/q2) where v0, Re, q are constants. (33a) 

This has a harmonic core 

~L ~ x + +constant  for x,y ~ Re, (33b) 

and at large radii the central force falls off as 1/R as in a galaxy with a flat rotation 
c u r v e .  

Figure 7 shows two orbits in (33a). Most orbits resemble one or other of them. Those 
with holes at their centres are called loop or tube orbits, and the others are known as 
box orbits. At each point on a tube orbit only two velocity vectors are possible, while 
box orbits generally permit only four velocity vectors at a given point in space. Thus 
these orbits appear to occupy two-dimensional surfaces in phase space. The surface of 
section (y = 0, ~ > 0) for motion in (33a) that is shown in Figure 8(a) confirms this 
conclusion. What integral other than the Hamiltonian confines the orbits? 

Figure 8(b) shows what the invariant curves in Figure 8(a) would look like if the 
sought-after integral were either (i) Lz or (ii) E~ for the harmonic approximation (33b) 
to (33a). Evidently Lz is a very crude approximation to the additional integral of loop 
orbits. But we clearly need better approximations to the integrals of loop and box orbits. 

3.4.1 St~ickel potentials 
So far we have encountered two cases in which we have an analytic expression for the 
additional integrM of two-dimensionM orbits; the harmonic oscillator and an axisymmet- 
ric potential. Careful examination of how these integrMs arise will lead us to anMytic 
models of box and loop orbits. 
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Fig. 8. (a) The (x, 3) surface of section for motion in (33a) at the energy of the orbits shown in Fig. 7. 
(b) The invariant curves that would arise if the additional integral were either Lz (dashed curves) or Ex 
(dotted curves). 

Harmonic-oscillator orbits are bounded by the curves x = constant and y = constant 
on which v,(x) = 0 and vy(y) = 0. Similarly, orbits in an axisymmetric potential  are 
bounded by curves ¢ = constant on which vr(r)  = 0. 

In the case of the harmonic oscillator we obtain an expression for vx as a function of 
x alone by writing the Hamiltonian as a function H(x, y, v,, vy) of the coordinates that  
run parallel to the orbit  boundaries and their conjugate momenta,  and then noticing 
that  this is the sum of a piece that  depends on (x, v , )  alone and a piece that  depends on 
(y, vy) alone. In the case of an axisymmetric potential  we obtain an expression vr(r) by 
noticing that  r2H = r2 [ lv  2 n t- ~5(r)] + 1102 is a sum of terms that  depend either on (r, vr) 

L 2  r 2 ~b 

only or on (¢, pc) only. 3 
These observations suggest that  we seek a coordinate system (u, v) such that:  

(i) Uv == constantconstant } form boundaries of box/ loop orbits; 

(ii) H(u,v,p~,pv) x f(u,v) breaks down into sum F~(u,p~)+ Fv(v,pv) of terms that  
involve only one pair of conjugate variables each. 

Figure 9 shows that  condition (i) is approximately satisfied by the coordinates which 
are defined by 

x = z ~ s i n h u c o s v ,  y = A c o s h u s i n v .  (34) 

In these coordinates the Lagrangian reads 

1 2 + = ~A (s inh 2 u + c o s  2 (35) 

8 The momentum pc conjugate to ¢ is just Lz. 
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Fig. 9. Box and loop orbits in a non-rotating barred potential are approximately bounded by the hy- 
perbolm and ellipses of a system of confocal elliptical coordinates. 

The  m o m e n t a  are therefore 

0/~ _ A2 ( sinh 2 u + cos 2 v)~)~ Of-. _ A 2 ( s i n h 2 u + c o s 2 v ) / ~  ' P" ~ 05 
P" ~ 0/t (36) 

and thus the  Hami l ton ian  is 

H ( u ,  v ,p ,~ ,p~)  = p,,iz + p,,5 - £ 

= 1 3 2 ( s i n h 2  u + cos 2 ~ ) (~2  + 52) + 

p~ + p~ 
+ ~ .  

2A2(s inh 2 u + cos 2 v) 

(37) 

Our  s t r a t egy  is to  mul t ip ly  H t h rough  by some funct ion  f ( u ,  v )  and  t ry  to split the  
result  into bits depend ing  on (u ,pu)  and  (V,pv). F rom the  last line of (37) it follows tha t  
f --- sinh 2 u + cos 2 v. Fur the rmore ,  if the resul t ing p roduc t  is to  split as desired, @ mus t  
be of the  fo rm 

V(u) - Y(v) (38) 
4i(u, v) = sinh 2 u + cos 2 v" 

T h e n  (sinh 2 u + cos 2 v) × ( H  = E )  breaks  into 

p~ 
E s inh  2 u 2zX2 U ( ~ )  --- X2 - P--~--~ V ( v )  - E cos 2 v. (39) 

2.A2 
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Fig.  10. Plots of the effective potential defined by (40) for several values of the integral I2 ; from top to 
bottom I2 ---- 1, 0.25, 0.01, 0, -0.01, -0.25, -1 .  

Since the quanti ty /2 defined by this equation depends on neither (v,pv) (from the 
equivalence at left), nor on (u,p~) (from the equality at right), it must be a constant. In 
other words, it is our desired additional integral. 

We obtain expressions pu(u) and pv(v) by rearranging (39): 

I2 + v(u) 
p~ = : t = V ~ A s i n h u v ~ -  Ueff, where Ueff(u) -- 

sinh 2 u ' (40) 
p.  = +x /~Acosv  Ev/-E~-V~e , where V~e(v) = I2 +V(v) 

COS 2 V 

To proceed further we must make a definite choice of ~. Figure 10 shows curves of 
constant [fee for several values of -?2 and the potential of a perfect ellipsoid; this is a 
body in which the density is of the form 

x 2 y2 z 2 
c o n s t a n t  w h e r e  m 2 ( x )  -~ ~ -  + ~ -  + - -  (41)  

p ( x ) -  l + m  2 ' c 2'  

and (a, b, c) are constants specifying the ellipsoid's shape. A full discussion of perfect 
ellipsoids will be found in de Zeeuw (1985). When a > b = c the body is cigar-shaped 
and its potential is given by (38) with 

U ( u ) = - W s i n h u a r c t a n (  Asin-hu ) c  
(W a constant). (42) 

V ( v ) = W cos v arctanh ( A c°s v ) 

According to Figure 10, when I2 > 0, U~ff --~ +c~ as u --* 0. Hence with 12 > 0 the 
equation 0 = p2 = 2A2(E _ U~ff)sinhu has two roots, at umi~ and Um~x- The only 
allowed values of u are those in [Umia, Umax] since outside this range pu is imaginary. 
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Fig. 11. Each curve shows the relationship p,,(u) defined by (40) for a different value of I2. The outer 
curves are for/2 < 0. 

The bounding curves u : Umin etc are of course ellipses, which suggests that  orbits with 
/2 > 0 may be loop orbits. 

W h e n / 2  _< 0, 0 = p~ = 2A2(E-Uef f )  s inhu has but one root, Um~x, and all u < Um~x 
are allowed. 

A similar analysis of the equation p~ = 0 shows that  when /2 >_ 0 all values o f  
v are allowed, but  that  w h e n / 2  < 0 the only allowed values of v lie in [-Vm~x, Vm~x]. 
Hence orbits which are forbidden to enter within the ellipse u : Umin > 0 circulate freely 
in the annulus bounded by this ellipse and u = Um~x, while orbits that  can penetrate 
to the centre are not permit ted to wander further from the x-axis than the hyperbolae 
v : ±Vm~x. We recognize the former orbits as loops, and the latter as boxes. 

When an angular coordinate such as v takes all possible values along an orbit, the 
orbit is said to circulate in that  coordinate. On the other hand, when the coordinate 's  
range is restricted, the orbit is said to librate in the coordinate. Thus loop orbits circulate 
in v, while box orbits librate around v = 0. 

What  do these orbits look like in phase space? We know that  they form two- 
surfaces (u,v,pu[u],p,,[v]), where u and v may be regarded as parameters free to vary 
within the limits we have just derived. Let 's cut such a surface through with the surface 
v : constant,  p~ = constant. No mat ter  what  values we choose for these constants we 
always see the same figure, namely the curve p,~(u). Figure 11 shows the forms of this 
figure for different values of/2.  When I2 > 0 (loop orbit), the curve p~,(u) encircles either 
a point on the positive u-axis or the negative u-axis. W h e n / 2  < 0 (box orbit), p~(u) 
encircles the origin. In either case p~,(u) is topologically equivalent to 4 a circle. A similar 
exercise shows that  when we cut the orbital surface by (u = constant, v : constant), 
the resulting curve p~,(v) is always topologically equivalent to a circle. 5 A mathemat ic ian 

4 That is, "continuously deformable into". 
5 One must bear in mind that v is an angular coordinate. 
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Fig. 12. An orbital torus and the paths 7i defining the torus's two action integrals. 

would express these results by saying that  the orbital  surface is a two-torus, since the 
lat ter  is defined to be the product  of two circles. 

How shall we label these tori? The  obvious labels are E a n d / 2 ,  but  much bet ter  
labels are the actions defined by 

Ju = - p u ( u ) d u ,  Jv  =" - p v ( v ) d v .  (43) 
rain ~" min  

Ju is just (27r) -1 times the area enclosed by the orbit 's  curve in the (u,pu)  plane and 
similarly for J~. However, it is bet ter  to think of the actions in terms of the orbital  torus; 
one can show that  

= v .  dx,  (44) Ji  ~ , 

where i = u , v  and V~ is any pa th  on the torus that  can be continuously deformed into 
the torus 's  curve in the (u, p~) plane, and similarly for %.  Figure 12 illustrates this state 
of affairs. Since these line integrals can be converted into surface integrMs in the usual 
way, I shall sometimes refer to the Ji  as "the torus 's  cross-sections' .  

The  actions are superior to ( E , / 2 )  as labels of the tori for two reasons: 
(i) they are adiabatic invariants; 

(ii) there exist angle variables 0 conjugate to the Ji .  

By saying they are adiabatic invariants, I mean the following. If we deform the potential  
in which the star orbits, we shall move the star to a new orbital  torus. However, if 

the timescale on which we deform • is long compared to the characteristic orbital  time, 
the new torus will yield the same values for the integrals (44) as did the original torus. 
This is a very handy proper ty  in certain problems-- for  example studies of the evolution 
of globular clusters and galactic nuclei. 

Given any point in phase space we can in principle find the torus tha t  passes through 
that  point and evaluate its cross-sections Ji .  So we can regard the actions as functions 
J i (x ,  v)  of the phase-space coordinates. Since these functions are constant along each 
orbit (i.e. they are integrals), it would be nice to use them as phase-space coordinates 
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in their own right. Let (81,82) be the two additional coordinates required to make up a 
complete set (J,  8) of four phase-space coordinates. Evidently the curves 8i = constant 
define a grid on each torus. Hence if we follow a curve of, say, {J = constant, 82 = 
constant}, we must eventually wrap around the torus and return to our starting point. 

Let 8~ max) be the value of 81 at which we return to the point from which we departed 
with 81 = 0. Then the Cartesian phase-space coordinates must be periodic functions of 
81 with period 8~ max). It would be handy to scale 81 such that  8~ max) = 27r. Similarly 
we'd like to define 82 such that  (x, v) is periodic in 82 with period 27r. Finally, we'd like 
to require that  the set (J ,  8) be canonical-- that  is, one of those privileged systems in 
which Poinc~/rg inariants and Poisson brackets take on especially simple forms. 6 Can these 
requirements be simultaneously satisfied? Miraculously, the answer is "yes". However, if 
we had sought to label the tori with (E, Is) or practically any other labels, the answer 
would have been a firm "no". 

3.4.2 Q u a s i p e r i d i c  m o t i o n  
Figure 11 qualitatively resembles the surface of section of Figure 8(a), which suggests that  
the invariant curves of the latter figure are also cross-sections through orbital tori. This 
is indeed the case. In fact one can show (Arnold 1978) that  whenever a two-dimensional 
orbit has at least two isolating integrals, the orbit must lie on a torus. Equation (44) can 
be used to define two independent actions for each such torus and canonically conjugate 
angle variables 84 can then be constructed exactly as one does in the case of a Sti~ckel 
potential. Again we find that  all physical quantities are periodic in 84 with period 27r. 
The Hamiltonian, being constant along each orbit, is a function H ( J )  of J alone. 

The evolution along an orbit of any phase-space coordinate w may be written in 
terms of the Poisson bracket [., .] as ~b = [w, g] .  In any canonical coordinate system 
(p, q) the Poisson bracket [f, g] is evaluated as 

o/  09 a /  og (45) 
If' g] =  Op - ap a q  

Thus in (J,  8) coordinates the equations of motion are J = 0 and 

~} = [0, H ] -  OH(J) 0J  --- w($), a constant characteristic of the orbit. (46) 

Since ] is constant, we may immediately integrate this equation to ~(t) = 8(0) +wt; the 
angle variables increase linearly in time. 

Since the Cartesian phase-space coordinates are periodic in the 8~ they may be 
expanded in Fourier series 

x(J ,0)  = ~ X n ( J ) e  in'8 ::~ x(~:) = ~ X n ( J ) c  in'wt, (47) 
n n 

where n is a vector with integer components and X:, - Xne ie(°). Thus if we Fourier 
transform the time series xi(t) obtained by numerically integrating orbits such as those 
of Figure 7, we shall obtain a line spectrum in which the frequencies of all lines are 
integer combinations of two fundamental  frequencies wi. Motion of this kind is called 
quasiperiodic. 7 By identifying the integer combination of each line, we can pass from 

6 See Arnold  (1978) or §I.D of GD for the definition of Poinar~ invariants,  Poisson brackets  and 
canonical  coordinates .  

7 X-ray a s t ronomers  use this  t e rm  in another ,  much looser, way. 
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the equation on the right of (47) to that  on the left, and thus obtain a parametr ic  
representation of the orbital  torus. 

All these results extend to three-dimensional orbits. A three-dimensional orbit lies 
on a three-torus in six-dimensional phase space provided it admits three isolating integrals 
(H, 12, la) such that  [•2, la] = 0. s There  are three fundamental ly different closed paths 
one can draw on a three-torus and the integrals ~ v .  dx  around these paths define three 
actions which can then be complemented with three angle variables. 

It is frequently convenient to imagine a potential 's  orbits as forming a three- 
dimensional cont inuum called action space. The three basic actions consti tute Cartesian 
coordinates for this space. We shall see that  in simple cases the key step in building a 
galaxy model is the correct distribution of the galaxy's stars through action space. 

These results show that  it is of fundamental  importance for the phase-space s t ructure  
of an orbit  for the lat ter  to have at least as many isolating integrals as it has spatial 
dimensions. What  is the significance of an orbit 's  having more integrals? To answer this 
question consider the progression from Keplerian motion --* general central motion -+ 
motion in a squashed potential.  In every case the orbits are confined to tori. A Keplerian 
orbit admits five isolating integrals because all its three frequencies are equal - -we have 
already seen that  wr = we, and to this we should add that  the frequency wl of vertical 
oscillation of a star whose orbital  plane is inclined to the plane z = 0 satisfies wl = we. 
This degeneracy of the frequencies gives rise to two isolating integrals in addition to the 
actions Jr  = (2~r) -1 :~vrdr ,  J~ =- Lz  and Jl =-- L - [ L z l .  These additional integrals may 
be taken to b e / 4  ---- Oa - Ol and 15 = O,- - Oa. 

We have seen that  in a general central field of force Wr ~ ¢0¢, though of course we 
still have wa = wl = w,p. Thus I4 = 0a -- 8Z is an integral even in a non-Keplerian central 
field of force, b u t / 5  is not. E and the three components of L may be considered to be 
functions of these four integrals. 

On squashing the potential  parallel to the z-axis we break the degeneracy Wa = WZ 
and thus lose /4 .  The  actions of nearly circular motion are now 

J r ~ - E R / g ,  J~ = L~ and J t =  E z / u .  (48) 

In general any relationship w i / w j  --- n i / n j  for i ~ j and integer n/, n j  gives rise to 
an additional isolating integral I = niOj - r~jOi. When w i / w j  = a for irrational a we can 
only form the non-isolating integral I ~ = aOj --  O i. 

3.4.3 I r r e g u l a r  o r b i t s  

Life would be much simpler if all orbits were quasiperiodic. But alas, as Figure 13 shows, 
this is not  the case. These orbits not have the beautiful regular s t ructure  in real space 
of the orbits of Figure 7, and a surface of section shows that  this is because they have 
no isolating integral in addit ion to H .  Yet the orbits of Figure 13 are in a potential  tha t  
closely resembles that ,  (33a), which supports the quasiperiodic orbits of Figure 7. In 
fact, in polar coordinates (33a) can be writ ten 

= ½v02 x 2(q-2 1) cos 2¢ + R~] in + 1) _I R 2, q -5 _ ~L(R, ¢) (49) 

while the potent ial  giving rise to the orbits of Figure 13 is 

s This last property is e x p r e s s e d  by saying that "I~ and 13 are in involution". 
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Fig. 13. Not all orbits are quasiperiodic. These orbits in (50) are slightly irregular. 

qSN(.R ,¢)= 1 2 1R 2 q-2 1 1R 2 q-2 ~ vo ln [~  ( + ) - ~  ( - 1 ) c 0 s 2 ¢  

- c o s  2 ¢  + R2c] (Re a constant).  
(50) 

The only difference between the potentials (49) and (50) is the addition to the logarithm 
of the lat ter  of a term o¢ R 3. How does this small addition so effectively lay waste the 
exquisite system of nested tori with which (49) fills phase space? 

This is a very large question which I cannot answer adequately here for want of 
both space and knowledge. Figure 14, which is a surface of section for motion in (49) 
with a ra ther  small value of the axis ratio q, hints at the conventional answer. Evidently 
for small q the phase space is not filled with the tori of box and loop orbits only, but  
with the nested sequences of tori belonging other orbit families. In Figure 14 the tori 
of each such family appear  as curves surrounding a single dot, which is the consequent 
of a closed orbit. In the conventional picture this closed orbit is considered to be an 
orbit of one of the box or loop families on which a resonance condition wl/w2 = nl/n2 
happens to be satisfied. Per turbat ion theory may then be used to show that  this orbit 
traps neighbouring orbits into libration about  itself and thus fills nearby phase space 
with a sequence of tori centred on itself. However, this process of resonant t rapping 
rarely gives rise to the sort of orderly s t ructure you see in Figure  14 since quarrels soon 
break out between closed orbits as to which pieces of phase space owe them allegiance; 
not only are there as many closed orbits as there are rational numbers on the real line, 
but  fresh resonances arise as soon as a strong resonance has t rapped  a decent port ion of 
phase space into forming a famiUy centred on itself since the frequencies associated with 
these tori will also often resonate. So just as in China the collapse of imperial authori ty 
in the early years of this century was followed by the war-lord period in which much of 
the country degenerated into anarchy as local strong-men struggled for supremacy, so 
resonant t rapping soon gives rise to anarchy in phase space. 
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Fig. 14. An (x,~) surface of section for motion in ~/, when q = 0.6. The simple box/loop structure 
characteristic of St~ckel motion has been disrupted by the formation of several families of "resonant" 
orbits. 

However,  for gMactic potent ia ls  the  anarchy,  or  chaos, is never  absolute .  It  tends  to  
be localized a r o u n d  cer ta in  resonances  and  is rare ly  on a large scale unless the  Hamil to-  
n ian  has  a saddle  point ,  as (50) has and  (49) has  not .  Since the Hami l ton i an  of mo t ion  in 
a ro t a t ing  ba r r ed  po ten t ia l  has  saddle points  near  the  "coro ta t ion"  resonance,  the  la t ter  
is general ly  associa ted  wi th  much  chaot ic  mot ion .  

T h e  s tudy  of  the  onset  of  chaos is current ly  a fashionable  topic  in so-called "non-  
l inear physics" .  9 An  excellent in t roduc t ion  to  the  field will be  found  in Ber ry  (1978). 
A n y b o d y  working in galact ic  dynamics  should  be  aware of  these developments ,  bu t  one 
mus t  beware  t h a t  a great  deal of  nonsense  is ta lked abou t  chaos because  (a) the  numer ica l  
and  m a t h e m a t i c a l  sides of  the  field axe too loosely coupled,  and  (b) the  field relies heavily 
on po lynomia l  p e r t u r b a t i o n s  of  the  h a r m o n i c  oscillator,  and  this sys tem is by no means  
generic• 

Saying a process is non-linear says very little about it since essentially all physics is non-linear• 
Hence I doubt that much useful will emerge from generalized study of non-linear processes. Natural 
philosophy left philosophy in the dust precisely by narrowing its horizons to those relatively boring 
questions which c a n  be answered. 
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4 E q u i l i b r i u m  M o d e l s  

Having studied orbits in galactic potentials the next task is to populate these orbits so 
as to build up a realistic galaxy model. However, before we look at ways of doing this it 
is expedient to take a step backwards and derive the equation that must be satisfied by 
any collisionless stellar system, whether it is in equilibrium or not. 

4.1 The Collisionless Boltzmann Equation 

The great majority of stellar types endure for much longer than the characteristic dy- 
namical time of a galaxy (~ 0.1 Gyr). Hence to a fair approximation such stars are 
neither created nor destroyed as they flow through phase space under ~. Consequently, 
thus the phase fluid formed by these stars must satify the six-dimensional analogue of the 
usual hydrodynamical continuity equation, ~ + V .  (pu) = 0. We express this conclusion 
mathematically by defining (x, v) =- w - (w l , . . . ,  w6), and writing 

+ £ O(f~v~) _ O. (51) Of 
0t 0w~ 

a = l  

But w = (x, ~) = ( v , - V ~ ) ,  so 

owo - Z \Ox, + o r , / =  = 0 (52) 
a : l  i~ - I  i = 1  

Substituting (52) in (51) we obtain 

Of 6 ~va Of 
+ Z - o. (53) 

oLml 

This collisionless Boltzmann equation ("CBE"; also called the Vlasov equation) is usually 
written in one of three alternative forms: 

Of Of 
~ -  + v .  V f  - Vq~. ~ = 0, (54) 

o r  

df Of 
d--t-=0' or ~ - + [ f , H ] = 0 .  (55) 

Equation (54) is just a straight rewrite of (53). The first of equations (55) follows from 
0 0 

(53) when one notices that the combination ~ + 4¢. ~ is the total derivative along 

an orbit. The second of equations (55) reduces to (54) when uses(45) to evaluate the 
1 2 Poisson bracket with H = ~v + #. We shall have occasion to use each form of the CBE. 

I have derived the CBE by appealing to an intuitive notion of a stellar phase-space 
density. Actually no consistent interpretation of the quantity f that satisfies the CBE is 
possible in terms of an actual star density: A density of discrete objects can be defined 
only as an average through a sufficiently large volume and thus must necessarily be a 
reasonably smooth function of the phase-space coordinates w. The solution f of the 
CBE, by contrast, becomes an ever more rapidly varying function of w. This causes no 
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difficulty if we interpret f as a probability density. Then f like the wave-function ¢ of 
quantum mechanics becomes an unreal abstraction from which we extract real predictions 
by using it to calculate expectation values. But as soon as we "coarse-grain" an evolved 
f by averaging it through neat volumes around each point, it ceases to satisfy the CBE. 

We shall need the CBE in polar coordinates. It is best not to mess with the chain 
rule but to proceed from the first of equations (55). For example, in cylindrical polars 
we have 

and 

SO 

df Of .Of ~ .Of ~ . Of Of 
d--; = ~- + R ~  +d + ~ + ~  +v~-~ +6z~  = 0 

O~ v2¢ 10~ vRv¢ O~ 
~ R = - O R + ~  ; ~ = - ~ 0 ~ - - - ~  ; ~z-  Oz' 

Of Of v¢Of Of ( ~  OO) Of 
-~ + vR-~ + -ff-~+v"-ff;z + ~ OvR 

1 
Ov¢ 

O~ Of 
OZ OV z 

- -  - - 0 .  

(56) 

4.2 The Jeans Equations 

Suppose we integrate the CBE over all velocities: 

r Of 3 O~ 
/a--J d 3 v ' t - l v i - d v - j  Oxi ~x/ f ~ ,  d3v=° (57) 

If we define 

v =-- fd3v and 5i = - friday, (58) I,I 

then (57) can be written 
0~, O(vsi) 
~- + 0xi  = 0, (59) 

which is a real-space continuity equation. If we now multiply the CBE by vj and integrate 
over all v, we obtain 

-~ J [ fvjd3v4- [ Of ,3 O~ vivj --=----a ~ / vj ~--fvid3v = O. (60) 

The divergence theorem applied to velocity space enables us to transform last term 

Of ,3 
vi----a v=-  f ~ifd%=- f 

Substituting this into (60) yields 

ot + ox---S-. + ~--o~j = o, (61a) 
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where 

Vivj ~ - v i v j f d 3 v .  (61b) 
u 

This is an equation of momentum conservation. It can be converted to Euler's equation 
of fluid flow by subtracting gj x [the continuity eq. (59)]. 

For many purposes it is helpful to partition ~ by defining 

a~j -- (vi - Vi)(vj  -- ~j)  = vivj  -- v iv j .  (62) 

At each point x the symmetric tensor ¢r 2 defines an ellipsoid whose principal axes run 
parallel to ~2,s eigenvectors and whose semi-axes are proportion to the square roots of 
~2's eigenvalues. This is the velocity ellipsoid at x. 

Starting from (56) we can derive in close analogy with the derivation of (61) the 
Jeans equations for steady-state axisymmetric system: 

OR + Oz + u  = 0 ,  

0 ( u ~ )  0(uv--'~-;,) 2u (63) 
OR + Oz + --~v~vR = 0, 

OR + Oz + ~ + u-~z =0"  

Similarly, the single non-trivial Jeans equation of a steady-state spherical system reads 

dr 4 - -  = (64) - -  r - - l ] ~ r "  

4.2.1 App l i ca t ion  of  the Jeans equation to spherical s y s t e m s  

As an example of the utility of the Jeans equations consider their application to obser- 
vations of a spherical galaxy. We assume that there are no m__ean streaming motions in 
the system and that the two tangential velocity dispersions v~ and vg are equal. Then 
writing 

o 

fl _ 1 (65) 
?Jr  

equation (64) becomes 

Suppose we were able to measure v 2, /3, 
could derive the mass M ( r )  interior to r from 

1 d(v '~ 2) v-- _ d+ (66) 
u dr + 2fir 2 dr" 

and the luminosity density u. Then we 

M ( r )  G ~ k ~  4- ~nnr  4-2f l ]"  (67) 

Comparing this with the light L(r) interior to r we might hope to obtain evidence for a 
massive black hole at the centre of galaxies such as M87 that have active galactic nuclei. 
Unfortunately we can measure only the surface brightness I ( R )  and line-of-sight velocity 
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Fig. 15. If the velocity dispersion in Messier 87 were isotropic, the cumulative mass-to-light ratio Tv = 
M(r ) /Lv ( r )  within radius r would rise steeply towards r = 0, suggesting that a massive dark object 
may lurk there. 

m 

dispersion a p ( R )  at projected radius R. In the case fl = 0 these are related to v and v 2 
by 

I ( R ) =  2 v ~  - a s and  I ( a ) a ~ ( n ) =  2 v ~ -  R a 

These Abel integral equations can be readily solved for ~,(r) and vr 2. Sargent et al. (1978) 
derived by this route the cumulative mass M ( r )  for M87 that  is plotted in Figure 15. 
One sees tha t  M ( r ) / L ( r )  increases as r --+ 0, suggesting the presence of a massive dark 
object at the galaxy centre. 

In another  approach to the analysis of the same da ta  one assumes that  the mass 
density p(r)  = T u ( r ) ,  where the mass-to-light rat io T is a constant, ap is now related to 
fl, v2~ and I+ by 

~ (  R 2 )  ~ v 2 r d r  (69) 
= 2 i - Z 7  v g  - R '  

We may use this equation to eliminate fl from the ;Jeans equation (66) to find 

u L ( r )  dr R2 2u-~r + - (70) za~ - G T R  2 r~ ~ - R 2 r dr  ~ - R 2 

The left side of this equat ion contains the measured quantities I and ap, u which we 
can obtain from the first of equations (68), and the undetermined constant Y. Binney &: 
Maroon (1982) showed that  T emerges as an eigenvalue when one solves the right side for 
v~. fl can then  be obta ined by substi tut ing the recovered profile v 2 into equation (67). 
If fl satisfies the constraint fl < 1 one has a viable model of the galaxy in which there is 
no dark object at the centre. The  Sargent e~ al. observations of M87 pass this test. 
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This example illustrates a characteristic of the Jeans equations. Handy as they are 
for the interpretation of observations, they rarely yield a unique solution because they 
are an incomplete set of equations: the sets (59) and (61) contain four scalar equations 
linking v, the three components of V and the six independent components of ~r 2. To 
be sure, we could obtain further equations involving these quantities by multiplying the 
CBE by VjVk and integrating over all v. But the new equations would contain the third 
moments vivjvk of v and we should still be short of equations. So we have to add 
something extra ourselves; say fl = 0 or p(r) = rv ( r ) ,  and our conclusions will be as 
plausible as our extra assumption. 

4.2.2 Application of the Jeans equations to axisymmetric galaxies 

From photometry of an axisymmetric galaxy and some assumed (constant) mass-to-light 
ratio T we can derive the galaxy's luminosity density v(R, z) and potential ~(R, z). Can 
we predict the velocity dispersion and mean-streaming velocity from these data? In the 
simplest possible model we assume 

ai 2 = (vi - vi) (vj - vj) = g2~ij. (71) 

Then the first and last of equations (63) become 

OR v ~ = 0 and 0 - - - 7 -  +v~zz  =0" (72) 

Integrating the second equation we obtain the velocity dispersion as 

~ 2 ( R , z  ) = 1 vO~ Y;z dz. (73) 

Substituting this result into the first of equations (72) we have 

0~ R 0 foo 0~ 
~ ( R ,  z) = R~-~ + --v0"R ]~ V~z dz. (74) 

Figure 16 shows the results of applying this procedure to NGC 4697 (Binney, Davies & 
Illingworth in preparation). 

4.3 T h e  J e a n s  T h e o r e m s  

One form of the CBE simply states that f is constant along all orbits. Thus if f does not 
depend explicitly on time, it is an integral. Furthermore, since any function of integrals 
is itself an integral, any function of integrals solves the CBE. Thus we have 
Jeans Theorem Any steady-state solution of the collisionless Boltzmann equation de- 
pends on the phase-space coordinates only through integrals of motion in the galactic 
potential, and any function of the integrals yields a steady-state solution of the collision- 
less Boltzmann equation. 
As Jeans remarked in his (1915) statement of this theorem, this is a trivial but useful 
result. It does not tell us upon how many of a given set of integrals the distribution 
function (DF) of given galaxy is likely to depend. The following assures us that in ideal 
circumstances three independent isolating integrals would suffice: 
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Fig .  16. The kinematics along the major  axis of NGC 4697 predicted from CCD photometry and equa- 
tions (73) and (74). The overall mass-to-light ratio has been chosen to optimize the fit between the 
predicted and observed minor-axis kinematics. 

Strong Jeans Theorem The DF of a steady-state gMaxy in which almost M1 orbits are 
regular with incommensurable frequencies may be presumed to be a function only of 
three independent isolating integrals. 
The strong Jeans theorem is non-trivial. Its proof (§4.A of GD) exploits the fact that  
quasiperiodic orbits with irrational frequencies cover their tori uniformly. Notice the 
words "may be presumed". You can get correct results with a DF that  is not of this 
special form, but you can get the same results with a simpler Dr. 

In applications of the Jeans theorems it is helpful to employ a potential and energy 
that  are greater than  zero for bound stars. So we define 

~ v _ _ # + # 0  and £ - - E + # 0 = ~ V - ~ v l  2. (75) 

Here ~0 is an arbi trary constant that  we set to the value taken by • on the galaxy's 
boundary, kv satisfies Poisson's equation in the form 

V2~P = -47rap with ~P ~ ~0 as Ixl - ~  oo  (76) 

4.4 D i s t r ibut ion  funct ions  f(,~) 

The simplest systems have DFS that  depend on energy only. These systems are very 
special because their velocity dispersion tensors ~r 2 are everywhere isotropic: if f = 
f ( m  1 2 -- ~v ) then 

-plf dv.dvodv+. f[*-} + + vg)] , ]. 

f 
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Given a DF f ( $ )  how do we discover what the corresponding p(r) looks like? Well, 
Poisson's equation for our system can be written 

- 16~2a [ ' ~ / ( ~  - ½ v  ~ )  
1 d 

v2 dv do (77) 

// = - 167r2G f(E)~/2(k~ - $)d$. 

The right side is a known function of k~ so the equation is a non-linear differential equation 
for ~P. One usually solves it from the inside out with initial conditions k~ = fiT(0) and 
d~ /dr  = O. 

4.4.1 P o l y t r o p e s  

The simplest dependence of f on $ is as a power law: 

{F~, n-3[2, ~ > 0; (78) 
f ( E )  = 0,  c ___ 0,  

where F and n are constants. Then 

oo r , J ~  
p=4~r  f ( ~ P - ½ v 2 ) v 2 d v = 4 ~ r F / o  (~ -½v2) '~ -3 /2v2dv .  

With the substitution v 2 = 2# cos 2 8 this becomes 

p -~- Cn~ n (k~ > 0), where Cn =-- (271") 3/2 (n - 3)!F (79) 
n! 

cn is finite for n > ½. If we now eliminate p from V219 = -47rGp, we obtain 

1 d ( r 2 d k ~  
r ~ dr \ ~ ]  + 4 ~ a c , ~ "  = 0. (80) 

We can banish the constants from this equation by defining 

r k~ 
s =-- ~, ¢ --= kV(0)' where b -  (47zG~P(O)n-lcn) -U2. (81) 

In terms of these variables equation (80) becomes the Lane-Emden equation 

{ s 2 ds ,2  = (82)  0, ¢ < 0 .  

that  first arose in the theory of self-gravitating clouds of polytropic gas. 
In stellar dynamics fax and away the most important polytrope is that  with n = 5, 

which is generally called Plummer's Model although it was actually first derived by 
Schuster (an Englishman). The solution to (82) when n = 5 is 

1 d ( ~ _ ~ )  1 = _ ¢ 5  
1 because then ~-~ss s2 = 1 o2~5/2 " ¢ - 

185 
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Fig. 17. Full curves show true and projected mass densities of the isothermal sphere. The dashed curves 
show (a) the singular isothermal sphere to which p asymptotes as r ---* c~ and (b) the projected modified 
Hubble profile. 

Hence  the  dens i ty  of  P l u m m e r ' s  mode l  is given by  

1 o2~5t2" ( 8 a a )  ( 1 + ~ o  s 

T h e  dens i ty  ex t ends  to  co b u t  the  to ta l  m a s s  is finite; 

M ~ = - ~ ,  dr]r_., - O 

4 .4 .2  T h e  i s o t h e r m a l  s p h e r e  

In  l imit  n --* ~ the  p o l y t r o p e s  a s y m p t o t e  to  the  i so the rma l  sphere ,  which  has  DF 

Pl eE/a 2 f ( e )  -- (27r~-~)3/2 ( p l , ~  cons tan ts ) .  (84) 

T h e  p a r a m e t e r  a sets the  s y s t e m ' s  " t e m p e r a t u r e "  T;  for  par t ic les  of  m a s s  m one has  
a 2 = ksT/m.  W i t h  the  DF (84) the  m e ~ - s q u a r e  speed  of s ta rs  is eve rywhere  the  same:  

v 2 fo~exp(gS-½v2) v'dv --= g~ ___ 26r 2 f o  e-X2x4dx 
f o  e-X2x2dx = 3~72" (85) 

~0c° exp  ( k ~ -  iv2"  

I n t e g r a t i n g  (84) over  velocit ies  we f ind p = pie ~/~'~, so Po i s son ' s  equa t ion  can b e  
wr i t t en  as 
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-drr \ -~r / =-47rGplr2 eqzl,~" (86) 

It is helpful to define the King radius 

9a2 and the dimensionless variables ~ - -  p/po and ~" ~ r/ro. (87) ro =- 47rGpo 

Figure 17 shows the function ff(r~ that  is obtained by numerically solving equation (86) 
in these variables. As r -~ c~, ~ asymptotes to 

2 cr 2 
- 9r~, that  is, p ( r ) -  27rGr2 , (88) 

which is an exact solution of equation (86). The elementary solution (88) is called the 
singular isothermal sphere. 

At F < 2 a useful approximation to ~" is 

1 
~'(r--') ~ ~A(r~ ---- (i q- r~)3/2 

which projects to 

(modified Hubble profile), ( s9a)  

E h ( ~ )  - 2 
1 + ~2" 

(89b) 

The dashed curve in Figure 17 shows the fit to the projected isothermal sphere that  •h 
provides. 

The isothermal sphere has two main applications: 
(i) Core fitting: one measures the central surface brightness I(0), the King radius r0 

and the central line-of-sight velocity dispersion cr of a galaxy and then infers the 
central mass-to-light ratio T0 from 

9a 2 
r = p0/~0, where p0 - 4~Cr0 ~ and ~0 = 0 495X(0)/r0 

(ii) Dark-Halo fitting: galaxies seem to have circular speeds that  are remarkably radius 
independent. Except near their centres their potentials cannot differ greatly from 
that of the singular isothermal sphere. 

4 .4.3 K i n g  m o d e l s  

No real galaxy can extend to infinity. So it is natural to try to construct model galaxies 
that are isothermal-like close to their centres, but  die away as r ---* oc faster than p c (  r - 2  . 

A DF for such systems is obtained by modifying the D F  Of the isothermal sphere so that  
it vanishes at a finite value of $: 

{ px (2~2) -3 /~ (e  ~/'~ - 1), $ > 0, 
IK($) = 0, E < 0. 

(90) 

Systems with DFs of this type  have come to be known as King models. One solves for the 
spatial s tructure of a King model by integrating (90) over all v, subst i tut ing the result 
into equation (77) and integrating # from some assumed central value k~0 outwards. At 
some radius rt the derived density vanishes and the integration of (77) ceases, rt is 
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Fig. 18. Projected King models with ~P(0)/cr 2 = 12, 9, 6, 3. The dashed curve shows the projected 
modified Hubble profile. 

called the tidal radius. The  concentration of the system c ~ logl0[r , /r0 ] is a function of 
~0 /a2- - see  Figure 18. The  brightness profiles of elliptical galaxies are moderate ly  well 
fitted by King models with ~o/a  2 "~ 10 and c - 2.4. Globular clusters can be fitted with 
King models with #o /a  2 in the range (3 - 7). 

The  King models const i tute just one step in a potential ly infinite hierarchy of lowered 
isothermals with DFS of the form; 

{[e ~ / < ' : - - l - - ( E / o  ~ )  . . . .  ] f o r E > 0 ,  f = constant x 
0 for E _ 0. 

(91) 

The more terms in the series for e x tha t  we subtract  from the exponential  the more 
smoothly the DF goes to zero at E = 0; if we simple t runcate  e E/~2 at E --= 0 we obtain 
the models of Woolley & Dickens (1961), while if we subtract  from the exponential  bo th  
1 and x we obtain Wilson's (1975) DF. A stimulating discussion of this topic will be 
found in Hunter  (1977). 

4.4.4 Eddington inversion 

Suppose we are given a density profile p(r) and are asked to find a DF f ( E )  tha t  self 
consistently derives this profile. Can we oblige? Eddington (1916) showed that  a given 
p(r) is generated by a unique f ( g ) ,  al though the lat ter  is not  necessarily non-negative. 
Thus, since k9 is a monotone function of r,  we may regard p to be a function p(kg). Then  
equation (77) can be wri t ten 

v~8zp(~ ) = 2 f ( g ) V ~  - EdE. (92) 

On differentiation with respect to ~ this becomes an Abel integral equation, with solution 
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1 d [ E  dp d~ 

1 1 
- v~or ~ kJo dk~2 ~ + ~-$ \~ /+- -0J"  

(93) 

4.5 Distribution functions f (E,L)  

If we allow the magnitude L of the angular momentum vector to appear in f ,  we obtain 
models in which v~ = v~ ~ v~. The number of simple forms of f with which one can 
now play is legion. So rather than fool with any particular DFs, let me mention an 
elegant modification of Eddington's inversion that enables one to derive one-parameter 
families of DFs  that all generate the same density profile p(r); the systems generated by 
the members of such a family differ only in the degree of radial bias of their velocity 
dispersion tensors. 

Suppose we assume that f depends on £ and L only in the combination 

L 2 
Q ~ ~ - ~ ( r  a a constant). (94) 

2r 2 

Then we may analyticMly integrate out the direction of the velocity vector v to derive 
the relation 

~0 ~ r2 v ~ r r  f ( Q ) v / ~ - Q d O  = (1 + 7~)p(r ) = pQ. 

But this equation states that the relation between f (Q)  and pQ is identical with Ed- 
dington's relation (92) between f(E) and p. Hence we may obtain f (Q)  from pQ(~P) by 
making the substitutions p ~ PC2 and E ---+ Q in (93). 

Figure 19 shows the projected velocity dispersion profiles of three dynamical models 
of Jaffe's (1983) profile 

M r4j GM 
+ =  r,  ln(  (95) 

Notice that the more radial the model's velocity dispersion tensor is, the more centrally 
peaked is its projected velocity dispersion profile. 

4.6 Differential Energy Distribution 

A quantity of considerable interest, particularly in relation to n-body models, is the dif- 
ferential energy distribution dM/d$ ,  which gives the mass in stars with binding energies 
n e a r  ~ .  

Suppose the DF is of the form f(E, L) and let vt denote the magnitude of the com- 
ponent of v that is perpendicular to er. Then introducing polar coordinates (v, q) in the 
(vr,vt) plane by Vr = v cosq, vt = vsiny, we may write the total mass as 
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f ~ f f ( ' ) f o  '~ M = 87r 2 r2dr vdE f (E, rv I sin ~/1) sin r/d~/ 
(96) 

t~(0) tr~(~) t~  
= 8~r 2 ~ dE ~ vr2dr ~ f (E,rvl sinr/I) sinr/&l, 

where ,'re(E) is &fined by m(,~m) = E. From the second line or (96) it foltows that 

d M  = 87r2 vrZdr f (E, rv I sin r/I ) sin U dT/. (97) 
dE 

Figure 20 shows d M / d g  for the two extreme Jaffe models of Figure 19. Evidently d M / d E  
depends strongly on the density profile p(r) and only weakly on the system's velocity 
dispersion structure. Later I'll show how this fact can be used to derive approximate DFs 
for odd-shaped galaxies. 

Notice that the curves in Figure 20 slope upwards towards E = O, the energy of 
unbound stars. By contrast, the DFs of these models increase strongly towards E = -0% 
the energy of the most tightly bound stars. Thus even though the phase-space density 
is largest deep in the system's potential well, most stars are only loosely bound. 

When f is a function f (E)  of E only, we can integrate immediately over 7? to find 

dM /0"" (e)V~. dE = f(E)g(E) where g(E) -=-= 167r 2 - E)r2dr. (98) 

The function g is the classical analogue of the density of states familiar from the statistical 
mechanics of quantum systems. It increases so strongly towards E = 0 that its growth 
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Fig. 20. The differential mass distribution depends only weakly on a system's dynamics. The full curve 
is for a Jaffe sphere with isotropic velocity dispersion while the dashed curve is for a Jaffe sphere with 
entirely radial orbits. 

overwhelms the near-exponential  decrease of f with decreasingas E, with the result that  
dM/dE is largest near E = 0.. 

4 . 7  P l a n a r  S y s t e m s  

Motion in an axisymmetric planar system obviously admits two isolating integrals, E 
and L~. The strong Jeans theorem assures us that  we should be able to model most 
axisymmetric disks with functions f (E ,  Lz). Here are two examples. 

4.7.1 M e s t e l ' s  d i sk  

It turns out that  a disk in which the surface density X: is inversely proport ional  to radius 
R generates exactly the same potential  as a spherical body which has as much mass 
interior to a sphere of radius R as does the disk. Thus 

Z ( R ) -  ZoR0 2 O~ R =~ vc -= - R ~ - ~  = 27rGZ0R0 is constant. (99a) 

This object,  which we call Mestel 's disk, is self-consistently produced by DFS of the form 

q _= v~/~  ~ - 1, 
{FLzqe ~/~2 L ~ > O  where ( SoRo (99b) 

f(E, Lz)= 0 Lz <0, F-- 2~x/r (~_L)ia(q+2) .  

From the form of f it follows that  the free parameter  a is the velocity dispersion in the 
radial direction. The variable q is a measure of the disk's "coldness". In fact 
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l q .  
$~--  (~_~)1 a. (100) 

Thus as q --+ oo, ~¢ 0¢ x/q and the disk becomes entirely supported by centrifugal force, 
while $¢ vanishes when q = -1 .  

4.7.2 K a l n a j s '  disk 

If we project any homogeneous, axisymmetric ellipsoid of radius a parallel to its symmetry 
axis, we obtain surface density 

i ;  R2 (lOla) ~7(R) = Eo a2. 

The potential inside any homogeneous ellipsoid is always a quadratic function of the 
Cartesian coordinates. Thus when we squash our ellipsoid right down into its symmetry 
plane its potential at z = 0 and R < a must be proportional to R 2. In detail 

• (R) - rr2G~7° R 2 + constant 
4a (1015) 

1 021~2 = ~""o"'- + constant. 

We call the potential-density pair (101) after Agris Kalnajs who investigated the stability 
of the models of this system which have DFs of the form 

f(E, Lz) = { OF/X/(D2° -/22)a2 + 2(E + OLd) ifif ~/x/imag.real' (102) 

Here F(/2) is a constant and /2  is a free parameter that turns out to be related to the 
mean streaming velocity simply by ~¢ -- /2R. Thus DFs of the form (102) encompass 
both hot disks and cold, centrifugally sup_ported disks. In every case the radial and 
tangential velocity dispersions are equal: v 2 = (v¢ - ~¢)2. 

4 .8  T h r e e - D i m e n s i o n a l  A s p h e r i c a l  S y s t e m s  

According to the strong Jeans theorem we must in general use three isolating integrals 
in the DF of a three-dimensional system. Unfortunately, even in the axisymmetric case 
we can write down only two isolating integrals. 

4.8.1 Sys t ems  w i t h  F(E, Lz) 
The standard Jeans theorem permits us to construct some models with f(E, Lz). Now 
it is easy to show that throughout any three-dimensional system with a DF of the form 
f(E, Lz) we have v 2 = v 2. This is bad news since near the Sun we know that for most 

populations v~ ~- 2v~. Despite this restriction, Jarvis &: Freeman (1985) and Rowley 
(1988) have obtained remarkably accurate fits to observations of external gMaxies using 
DFs of the form f(E, Lz). Perhaps these galaxies are simpler than ours. Or perhaps 
similar observations of our Galaxy by a distant observer could also be fitted by assuming 
f(E,L~). 
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Lynden-Bell (1962), Hunter (1975) and Dejonghe (1986) have shown that from 
p(R, z) and V¢(R,z) one can uniquely determine a corresponding DF f ( E ,  L~). How- 
ever, there is no guarantee that f _> 1. Also Dejonghe shows that the analytic techniques 
employed in these demonstrations are in practice unstable. However, Newton (1986) has 
shown that Lucy's (1974) iterative method can be successfully applied to this inversion 
problem in practical cases. 

4.8.2 Models  that employ non-classical integrals 

The most obvious way to model a stellar system with a general DF is to contstruct a 
suitable n-body model. However, n-body models suffer from several drawbacks: (i) they 
are plagued by small-number statistics; (ii) they are expensive; (iii) they are hard to 
characterize exactly; (iv) it is hard to tailor an n-body model to a particular set of 
observations. Consequently it is worth investigating other methods of generating general 
galaxy models. The starting point for such a model can be either a DF or a density 
distribution p(x). 

1. From f --+ p: Since action-angle coordinates (J, 0) are canonical, the Jacobian 
0(x, v ) /0 ( J ,  0) = 1. Thus the phase-space volume occupied by a group of orbits with 
actions in d3j  is 

r = / d3xd3v = (2zr)3d3j, (103) 
do rbits 

where the second equality follows because each angle variable covers the range (0, 2zr) 
around any orbit. Thus the mass in stars on orbits in d3J is dM = (2~r)3f(J)d3J and 
we see that f ( J )  is, to within the constant factor (2zr) 3, the density of stars in three- 
dimensional action space as well as in six-dimensional phase space. Hence if a galaxy's 
potential, like a St~ickel potential, admits global action-angle variables, then choosing a 
DF for the galaxy is equivalent to choosing a stellar density distribution for the system's 
action space. It is not hard to gain a feel for how the structure of a galaxy depends on 
where in action space we place its stars. From the spherically-averaged density profile 
p(r) one can estimate d M / d E ,  that is how many stars should be placed on each surface 
of constant energy (in action space these are approximately planar triangles). Then one 
obtains the desired shape and velocity-ellipsoid structure by shuffling the stars around 
each E = constant surface. In particular, we encourage radial bias in ~ and ultimately 
prolate geometry of the entire galaxy by pushing the stars towards the Jr-axis. For 
examples of the use of this approach see Binney &= Petit (1989), Binney (1987) or Ostriker, 
Binney & Saha (1989). 

2. From p -+ f: In a seminal paper Schwarzschild (1979) showed how a triaxial 
galaxy could be constructed with a given density profile p(x). Since p is given one can 
immediately solve for the potential #(x) and calculate some orbits. Let the Ot th orbit 
spend a fraction P~/~ of its time in a small cell of volume A~ centred on x~. Then if 
we assign mass m~ to this orbit, the density distribution to which this orbit gives rise is 
pa(x~) = m ~ P ~ / A ~ .  The condition that we generate the given density distribution at 
all spatial grid points by placing ma stars on the OZ th  of N orbits is therefore that the 
rn~ satisfy 

N 

p(x~) = ~ rn~Pa~/A ~ (/3 = 1 , . . . , K ) .  (104) 
~ 1  
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It is tempting to set K = N and solve these linear equations for the m~. Unfortunately, 
if we did so we would generally find some of the m~ were negative, which is physically 
impossible. So Schwarzschild chose N ~ 2K and used the technique of linear program- 
ming so find (non-unique) sets of m~ > 0 that satisfy equations (104). Statler (1987) 
has used this technique to explore in some detail the range of possible dynamical models 
of the perfect ellipsoids. 

The major snag with Schwarzschild's technique is that the need repeatedly to invert 
K × K matrices during the linear programming phase severely restricts the resolution of 
the models that one can construct with it. Also in the final solutions adjacent orbits in 
action space are assigned weights m~ which are large in one case and zero in the other. 
Consequently, it is next to impossible to infer the structure of a smooth distribution 
function f ( J )  for the system from the m~ (Newton 1986). Larger numbers of orbits can 
be employed and smoothness of the rn~ guaranteed if one uses Lucy's (1974) iterative 
procedure to invert equations (104), but at the expense of settling for an approximate 
solution. Richstone & Tremaine (1988) have explored the use of entropy maximization 
as a device for obtaining smooth, non-negative m~ that satisfy equations (104). 

5 Per turbat ion  Theory  

Let me now turn from the construction of equilibrium models to techniques for studying 
the evolution of such systems by perturbing them slightly. Consider first the perturba- 
tions that arise because galaxies axe not the perfectly smooth things we have hitherto 
assumed, but contain lumps ranging from the size of an individual star to the size of a 
globular cluster or giant molecular cloud (M ,,, 5 x 105 M®). The gravitational fields of 
these lumps deflect slightly the orbits of stars from those they would follow in a perfectly 
smooth potential. So at each time every star is on a well-defined orbital torus, but the 
label J of this torus gradually changes. In other words, stars gradually diffuse through 
action space, causing the action-space stellar density (2~r)3f(J) to obey a diffusion equa- 
tion. We can use perturbation theory to determine this equation. 

5.1 Orbit-Averaged Fokker-Planck Equation 

Let 6P(J, A) be the probability that a star initially on the torus J moves to the torus 
J + A in time St. Then 

f ~ p ( j ,  A)d 3A 

is the totM probability that a star on J is scattered from J. Now we have seen that there 
are (27r)3d3Jf(J, t) stars on tori near J. So the number of stars leaving these tori is 

(2~r)3d3Jf(J, t) f ~P(J, A)d 3 A. (105) 

Similarly number of stars scattered onto J is 

(2~r)adaJ [ f ( J  - A, t)~P(J - A, A)d3 A. (106) 
J 
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Equating the difference between these rates to the rate of accumulation of stars on J we 
have 

Ofcot = f f (J  - A't)/5(J -- A' &)daA - f(a'*l f (lO7) 
But since each individual scattering changes the actions by on!y a small amount, /5(j ,  A) 
is non-negligible only for small A. So we may expand f ( J ,  t )P(J ,  A) as a power series in 
J: 

f ( j  _ A, t)P(Z - A, A) = f ( j ) /5 ( j ,  A) _ A i O(fP) 1 02 (f-f') COJi + 2 A i A j ~  +''" (lOS) 

Retaining the largest three terms we obtain the orbit-averaged Yokker-Planck equation 

Of O(fZi) 1 cO2(f A2ij) (109a) 
a-7 ~- o---~ + ~ o J i o J j  ' 

where the diffusion coefficients are defined by 

~ i ( J )  - f Aif l ( J 'A)daA'  ~-2ii(J) -- / AiAjjh(J 'A)dSA" (109b) 

5.1.1 T h e  d i f fus ion  coef f i c ients  

Before we can use (109a) to calculate the evolution of f we have to obtain expressions for 
the diffusion coefficients (109b) as functions of J. We break # into a smooth, constant 
part and the small, fluctuating part that gives rise to the stellar diffusion: 

~ ( x , t ) = ~ o ( x ) + 6 ~ ( x , t ) = ~ o +  ~ 6#,(J,t)exp[i(n.O)], ( l l0a) 
n l ~ n 2 ~ n 3  

where J labels the tort of #0. By the reality of q/i we have 

g~-n = 6 ~ -  (llOb) 

The Hamiltonian similarly decomposes 

aHo (111) H(O,J) = H0(J) +$#(0 ,  J) with w0(J) -= OJ 

We correspondingly decompose the coordinates of a star into unpeturbed and perturbed 
contributions 

J(t) =J0 + Al(t) + A2(t) + " "  
where (0orbit0 = O0 + OJ0t, Jorbit0 ----- J0)- (112) 

o(t) =Oo + ~ot + ol(t) + 

Here the subscript "orbit0" means along the unperturbed orbit. We can now find z51 by 
integrating J 's equation of motion along the unperturbed orbit: 

j = OH 0 ~  

oo oo a~(T) -i ~_n F =_i~n6~n( j , t ) e in .O  so = n do g~Sn(JO,t)ein'(O°+w°t)dt. (113) 

n 
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Squaring and averaging over the orbital phase 00, we have 

/0 f0 = d e  (114) 
n 

We now ensemble-average equation (114) under the assumption that  6~ is a random 
variable with an autocorrelation of the form 

c , ( J , t  - t ') - 6~n(J,t)6~(J,t'); [note that  C_n(J,v) = c~(J ,v)  = c~(J , -v ) ] .  (115) 

On substi tuting this relation into the ensemble-average of equation (114), changing vari- 
ables to u± --: t 4- t I and integrating over u+, we find 

Z~liAlj = ~ rtinj f T ( T  --lu_l)c~(J0, u_)e '(n'''°)'- du_. (116) 
n J - - T  

The diffusion coefficients /~2ij defined in equations (109b) are averages of the left side 
of (116) for intervals T sufficiently long that  there is negligible correlation between the 
changes A accomplished in one interval and in the next. In other words, we must evaluate 
the right side of this equation for some T greater than  the characteristic autocorrelation 
time of 6~ and divide through by 2T. For such large values of T the term on the right 
of (116) that  is proportional to lu_l becomes negligible and we obtain finally 

/? = w h e r e  - ( 1 1 7 )  

n 

Equation (117) enunciates a very important  physical principal for it says that  an orbit 
absorbs power from an externaUy applied potenfiM only at its resonant frequencies n.w. 
In particular, if the potential is periodic with a frequency that  does not coincide with 
any of the n .  w, it does not affect the long-term structure of the orbit. 

The physical origin of this principle is simple. An alternating force applied to a 
massive, free particle transfers no energy to the particle. If the perturbing potential were 
a fixed, periodic function of the spatial coordinates, the orbiting particle would perceive 
an alternating force and absorb no net energy. But if a spatially periodic potential 
oscillates, its pat tern moves through space as a wave. If the speed of this wave is just 
right, an orbiting particle can ride on one of the slopes of this wave, being steadily ac- 
or de-celerated. 

5.1.2 R e l a t i o n s  b e t w e e n  the  di f fus ion coeff ic ients  

Prima facie one has to evaluate separatel__ Z the first-order diffusion coefficients A~ in 
addition to the second-order coefficients Zl2ij that  we have just evaluated in a special 
case. However, it turns out that  there are often simple relations between these coefficients. 

In the case we have just discussed of diffusion driven by an externally applied random 
potential, we have (Binney ~ Lacey 1988) 

- ~ 0n2~ (n8)) 
z~i - 2 0 j  i 



135 

7 

E 

60 

40 

I 

20 !, ~ _ -- 

Of J , i I i ~ I ! ,  ~ ,  i 
0 2 4 6 

T/Gyr 

H 

i 

A 
i ' I 1 t I 1 ~ ! 

8 10 

Fig.  21. The radial (filled points) and vertical (open points) velocity dispersions of populations observed 
near the Sun increase with age roughly as V~ (full curves). Dashed curves show fits of the form a ¢x t0.3 

Equation (118) is not generally valid because in many interesting situations the 
perturbing potential 6# is strongly correlated with the perturbed positions of typical 
stars in consequence of 6#'s being wholly or partly due to these perturbations. But we 
can write the Fokker-Planck equation (109a) in the form 

o/ osi 
- (119a) 

Ot cg Ji ' 

where the action-space flux S is defined by 

- -  cOf  z ~ 2 i j  
(119b) 

If the scatterers are thermally distributed with temperature T = (flkB) -1, we know that 
f will attain equilibrium when it has reached the Gibbs distribution f o¢ exp(- f lH) .  
Furthermore, by the principal of detailed balance the flux S must vanish in this limit. 
Setting S = 0 in (119b) and using wj = O H / O J j ,  we conclude that the diffusion coeffi- 
cients generated by any thermally distributed population of scatterers must satisfy 

- -  ( O A 2 i j  - -  

/ 

A useful relation between the second-order diffusion coefficients generated by any 
scattering process is imposed by the requirement that the quadratic form Q(x) _~ 
x i A 2 1 j x j  must be non-negative (Binney & Lacey 1988). 
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5.2 Schwarzschild's Distribution and the F-P Equation 

Figure 21 shows that the velocity dispersions and ages of the stellar populations of the 
solar neighbourhood are approximately related by a o( ~/t. Presumably this correlation 
arises because each population is steadily diffusing away from the Lz axis of action space, 
and the older the population is the further it has diffused parallel to the Jr-axis and Jl- 
axis. Can we understand this result in terms of equation (109)? 

In the first decade of this century K. Schwarzschild observed that at small peculiar 
speeds v the velocity distribution f0(v) of stars near the Sun can be fitted by 

.o [ ,_(vl< 4 v:' l (121) 

The epicycle approximation discussed in §3.3.2 should apply to these stars. Hence their 
orbits admit three approximate isolating integrals which we may take to be either Lz, 
ER and E ,  or the corresponding actions Ja, Jr and Jt [eq. (48)]. By the strong Jeans 
theorem it should be possible to model their DF by a function of these integrals, and it 
is easy to show 1° We need the result that (121) is just the restriction to (R, z) = (R0,0) 
of the DF 

o0 
f s ( L z , E R ,  Ez)  =- (2~r)3/2aRa¢a, exp - ~-R + a , / 3  " (122) 

The ai and no are undetermined functions of Lz, but their dependence on L,  is sufficiently 
weak that the terms in the Fokker-Planck equation (109a) that involve Lz are smaller 
than the other terms in that equation by a factor <~ (viva). Dropping these terms the 
Fokker-Planck equation reduces to 

where 
DRR =--- ~;2~-2rr ; Dnz  -- ~uA---irl ; Dz~ -- u2-~2U. (123b) 

The structure of the empirical distribution function (122) suggests that we seek 
solutions to (123) of the form 

f ( E n ,  E z , t )  = ~n~ze -(#sER+#*E*) with fl(t), (124) 

where the ~'s preceeding the exponentiM are to ensure that the total number of stars 
f f dJJ = (~v) -1 f f d E n d E ~ d L ,  is constant. Plugging (124) into (123) we find 

21#n #z~ (aDRn ODnz~ 
[~-~R+~) - 2(flRER + flzE~) = - f i n  \ 0--~-~- R + --0-~ ] (125) 

_ ~ ( O D , z  ODRz~ I 2 2 

Equating coefficients of o¢ E~ on each side we conclude that 

10 This step involves the assumption that o'R/o" ¢ = '7 as epicycle theory predicts. 
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DRR = 2KnER,  Dnz = M, D ~  = 2K~Ez, 
1 (126) 

aR(t) -- x/fiR -- v / K R ( t -  to) (to a constant) and M = O. 

Thus the velocity distribution of stars near the Sun will retain Schwarzschild's form (121) 
as the dispersions ai grow providing the latter grow as ~/t. Fortunately, this is exactly the 
pattern of growth suggested by Figure 21. This evolution is driven by iiiffusion coefficients 
which are proportional to ER and Ez, or equivalently to the corresponding actions. At 
present it is not clear exactly what physical process gives rise to such diffusion coefficients. 
Irregular spiral structure undoubtedly makes an important contribution, but generates 
diffusion coefficients that grow more slowly with the Ei than as a simple proportionality 
(e.g. Binney & Lacey 1988). 

5.3 Stability of Spherical Systems 

A few years ago it was discovered that spherical stellar systems that are defficient in tan- 
gential pressure spontaneously deform into bar-like configurations (e.g. Merritt & Aguilar 
1985). As a second example of the uses of perturbation theory in stellar dynamics, I shall 
derive a criterion for determining when a spherical system is liable to thus spontaneously 
deform into a bar. 

The physical idea underlying this criterion is the following. Suppose we remove all 
the mass from the parti¢les of the spherical system under test and fix the removed mass 
in space so as to form exactly the original density profile p(r). Then the system's now- 
massless stars will continue in their original orbits as if nothing had happened. Now we 
slowly distort the mass distribution into a slight bar. The response of the orbits to this 
change causes the overall stellar system to become barred also. Now imagine returning 
to each star its original mass. If this transfer of mass causes the system's potential to 
become still more barred, the original system was bar-unstable. In a notably elegant 
paper Goodman (1988) derives a quantitative criterion by which to judge whether the 
return to the stars of their mass causes the potential to become "still more barred". 

We imagine a small exponentially growing perturbation 5~ to the original self- 
consistent potential; 6~(x, t) = eSter(x) where s is in general complex. 6q5 induces 
a change in the system's DF ~ f ( x , v , t )  : est6?(X,V), which in turn leads to a change in 
the density ~p = eSter(x). We define a linear operator T4 by 

/ 6](x, v) d3v = 8~(x) =-- T4(s)5-~. (127) 

If s is the frequency of a normal mode, and thus ~ is consistent with 5~, then 5~ and 
5# will also be related by 

6-~ = 4 ~  V25"~ (128) 

and the difference A4(s)$# between (127) and (128) will vanish: 

~(S)~__--___ (T~(s)-4-~V2)~=0 (foranormalmode). G (129) 
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That  is, s is a normal frequency of the system if .tel(s) has zero for an eigenvalue. Clearly 
if some real s > 0 satisfies this condition, the system must be unstable. More generally, 
Goodman shows that  system unstable if one can find a functional form 5~(x) such that 11 

(6~, .hd(s)8~) < 0 for some real s > O, (130a) 

where the inner product  (., .) is defined by 

= f, ** d3x for any (130b) 

Proof. When we per turb  the Poisson-bracket form (55) of the CBE for a Hamiltonian 
H = H0 + 6# and linearize, we obtain 

05f 
0--/- + [S f ,  Ho] = [5~5,/o]. (131) 

Now we break 6 f  into pieces 6f_+(x, v)  =-- { [6f (x  , v)=t= 6 f ( x , - v ) ]  that  axe even and odd 
in v respectively. The Poisson bracket is odd in v, so for even f0 the per turbed CBE 
decomposes into 

s57+ + [57_, H0] = 0 and s S f _  + [67+, H0] = [5~, f0]. 

On eliminating 6 f _  between equations (132) we have 

(132) 

s267+ - [IS f + ,  H0], H0l = -[ [~,  f0], H0]. (133) 

We solve this equation for 6 f+  by expanding 6 f+  and 5~ in the action-angle coordinates 
of H0: 

~ f + ( J ,  O) = E ~Tn(J) exp( in-  O) where 
n 

~(J,  o) = ~ 6~n(J) exp(in. 01 where 
n 

6fn  -~- (27r) -3 / d30 e x p ( - i n  • 0 ) 6 f ( J ,  0), 

6~n -= (27r) -3 f d30 e x p ( - i n  • 0 )6~(J ,  0). 

(134) 
On subst i tut ing these expansions into (133) and equating coefficients of e/n'0 we find 

( n  . w)(n . Ofo/OJ) s~ (135) 
: + (n. ~)2 

where use has been made of the result that  for any X ( J ,  0) mad G(J )  we have 

tx, c] = Z (n OG • -~--~-1 X~(J )  exp(in • 0). (136) 
n 

To get 6~ from our expression (135) for the expansion coefficients of 63+, we need 
to integrate over all v. A direct at tack on this problem would involve integration over 
the Jacobian 0 ( v ) / 0 ( J ) ,  which is horrendous• To circumvent this difficulty we multiply 

11 Actually, 6~ has to satisfy certain additional constraints such as the mass-conservation constraint 
f d S .  V6~ = 0. 
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(135) by an arbi t rary  function 5O(x) and integrate over all phase space. The change of 
variables (x, v) ~ (J ,  6) is now trivial since 0(x,  v ) / 0 ( J ,  8) = 1. There  results 

s 2 + ( n .  w) 2 - : ~ - : n .  

(137) 

- -  p 

Since 5# and 5#  are arbi t rary  functions, equation (137) is an expression for a general ma- 
trix element of the operator  7~. For real s we clearly have ( (~ ,  7~(s)$~) -- (5~, 7¢(~)~)* ,  
that is, that  T~ is Hermitian. But V 2 is also Hermitian. 12 So the operator  A4 of equation 
(129), being the difference of two Hermitian operators,  is itself Hermitian. Consequently 
A4 has a complete set of or thonormal  eigenfunctions ml with real eigenvalues hi. When 
we expand Goodman's  criterion (130a) in this set it becomes 

o > = J :. 
i 

(138) 

Thus if Goodman 's  criterion is satisfied, at least one of the hi < 0. In part icular  the 
smallest of M ' s  eigenvalues )~min < 0. But as s ~ oo, M ( s )  ~ - ( 4 ~ r G ) - I V  2, which is 
a positive opera to rJ  3 Hence for sufficiently large real s, ~min )> 0. Since )~mi, must be a 
continuous function of 8 it follows that  for some real positive So, ~min : 0 and so is an 
eigenfrequency of the system. Hence when Goodman's  criterion is satisfied the system is 
unstable. 

5.4 Disk Stability and Spiral Structure 

Self-gravitating systems are at once capitalist and conspiratorial. The  monopoly cap- 
italism in them manifests itself in the propensity of large galaxies to cannibalize their 
smaller and more fragile companions and of loose groupings of objects to merge together 
to form large clusters. The conspiratorial element shows up in various instabilities such 
as the Jeans instability that  leads to star formation and the bar-forming instabilities of 
spherical and disk systems; whenever you make a system in which there is a high den- 
sity of stars in some port ion of phase space you are liable to find those stars conspiring 
together to subvert the s tructure you established. Hence if you wish to build a stable 
model you must bear in mind the maxim of the last pan-European government divide 

et impera. H the model is to be spherical, we must not assign too many stars to radial 
orbits, and if it is a disk, we must watch how many stars we assign to nearly circular 
orbits. To create harmony we must sow dissension. But what is the minimum level of 
dissension that  is compatible with harmony in a disk? 

Our best est imate of the answer to this question is provided by observations of disk 
galaxies for there is ample evidence that  spiral galaxies are perpetual ly wracked by minor 
conspiracies, while lencticular galaxies are pre t ty  harmonious. The conspiracies in spirals 

12 By a double application of the divergence theorem f ¢* ~72 ¢ d 3 X ---- f ¢* d3 x for functions 
¢(x) and ¢(x) that vanish sufficiently rapidly as IX] --~ oo. 

13 _ f ¢ . v 2 ¢ @ x  = f V ¢ .  . V e d 3 X  > O. 
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consitute the spiral structure itself. As we saw in §5.2 they gradually sow dissension in 
the disk, thus, like yeast and men, poisoning the very medium that  sustains them. In 
spirals fresh conspiracies continually grow nevertheless, since gas is constantly placing 
fresh stars on nearly circular orbits. Lenticulars lack gas and significant star formation, 
so in them conspiracies rarely prosper. 

When people first experimented with n-body models of self-gravitating disks, they 
found their models were liable not so much to minor conspiracies as to violent revolutions 
no less momentous in their consequences than  the French and Bolshevik revolutions. The 
crucial difference between these violently unstable n-body disks and real, marginally 
stable disks must lie in the spread in action space of the orbits bearing most of the mass; 
in real galaxies much of the mass must be on significantly eccentric orbits, either within 
the disk plane or in a thick component ("massive halo"). One important  factor in the 
failure of early models was undoubtedly a tendency to assume that  the radial velocity 
dispersions of disk stars are as small near the galactic centre as they are near the Sun. 

In any event, it is clear that  we need to be able to assess the stability of model disks. 
A vast amount of work has been done on this problem, yet the theory is still fragmentary 
because the calculations are very laborious. The problem is as follows. 

We have an equilibrium model with D F  f0(J)  and Hamiltonian H0(J).  For a rotating 
disk f0 will not be even in the velocities since it will have a piece odd in Lz. So we can't  
use the trick Goodmar~ employed to get from (131) to (135). The best we can do is to 
derive in the notat ion of §5.3 

6~ n _ n .  Ofo/3 6~n, (139) 
n , t , ~  - - / ]  

where I have made the substi tution 8 ~ - i v  so that  6 f  = 6re -/V* and 6~ = ~-~c -iVt. 
Thus the equation to be satisfied by the potential perturbation ~ of a normal mode is 

(4~rG)-lV2~-'6"~"ein'O=6-P=~'~/n'Of°/Jn n . ~  - -u  6~nein'O dv" (140) 

Given relations between (x, v) and the action-angle variables (J ,  0) of the unperturbed 
model, (140) constitutes a well defined eigenvalue problem for u. If u can have positive 
imaginary part,  the system is unstable. In practice one neither has handy expressions for 
J (x ,  v) etc nor capacity to search for the infinite sequence of functions of three variables 
~ n .  Consequently very little work has been done along these lines. Wha t  ha~ been done 
is illustrated by the following bed-time story 

5.4.1 GrSninger and the spectrum of  waterstuff  

Once upon a t ime far away on the planet Nirgends, which lies on the furthest edge of the 
Galaxy, there lived a race of beings, the Homoeoids, who had neglected both mathemat-  
ics and engineering most shamefully. One day Gr6ninger, a brilliant young Homoeoid 
physicist then just at the end of his first year as a graduate student,  became convinced 
that  the frequencies of lines in the spectrum of waterstuff are differences between the 
frequencies w for which it is possible to solve, subject to the boundary conditions ¢ --* 0 
as r --* oo and ¢ finite at r -- 0, ari equation which we would write 

r 2 dr  r2 - -  \ ~ ¢ + w e  = 0 (0 < q, a constant, l = 0, 1 , . . . ) .  (141) 
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Obviously, if Gr6ninger was right about this, he would win the Ignobel Prize while still 
young. So he worried away at this problem for several weeks before telling his supervisor, 
Personne, about it. But finally he had to admit himself defeated and went to explain his 
suspicions to Personne, who immediately saw the Ignobel implications. Unfortunately, 
as the Homoeoids had yet to produce equivalents of either Frobenius or Bardeen 8z 
Brattaln, Personne didn't know of a simple route, be it analytic or numerical, to the 
magic frequencies. But as a graduate student at the Massimo Institute of Technology 
she had taken courses in continuum mechanics from Professors Thin and Loonry, and 
wasn't in the least perplexed by equation (141). "Gr6ninger," she said, "don't you see 
that your equation obviously derives from a wave equation? So your next step step 
should be to find the corresponding dispersion relation by assuming that ¢ c< eikr. '' 

On hearing this GrSninger felt very small. A couple of days later he returned with 
the desired dispersion relation: 

l(l + 1) q 
k 2 = w r -------7- + r " (142) 

"Good," said Personne, "it's exactly as I expected. When w is negative k becomes 
imaginary and the waves evanescent a t  both small and large r. So all you have to do is 
to find the radii where k = 0 and then determine your magic frequencies by insisting that 
an integral number of half-wavelengths can be fitted between them." GrSninger called 
these special radii r+ the inner- and outer-Sinbad resonances after his girl-friend. Then 
identifying k with the rate of change with r of the wave's phase, he found that the wave's 
phase change between Sinbad resonances is 14 

A ¢  = k(r)  dr  = r---7--- + - dr. (143)  
- -  - -  r 

After many days of struggling in vain with this integral Gr6ninger was rescued by a friend 
who worked on the dynamics of the Molar system and spotted that the integral (143) is 
identical with that involved in the definition of the radial action of a planet of energy w 
and angular momentum V / ~  + 1) in orbit around a Mun of mass q/G. Thus he could 
figure that 

q - 

On setting Ale = nTr GrSninger concluded that the waterstuff's spectral lines should 
occur at frequencies 

A,o ~q~[ 1 1 } (n,n',l,e =0,1,...). (145) 
= ~  t [ ~ + v 4 0 + l ) ] ~ - [ ~ ' + v C ~ + l ) p  

In a way it was encouraging that this formula gave a reasonable account of the lowest- 
frequency lines in the spectrum, but those lines had not been accurately measured and 
Gr6ninger was very cast down to find that (145) did not model adequately the accurately 
measured, high-frequency lines of waterstuff. In his disappointment he called (145) the 
Bore quantum condition and relegated it to an appendix in his thesis. Soon he was 
working happily on more productive ideas and forgot all about the Bore condition and 
the Ignobel prize that never was. 

14 We, who can solve the Airy equation to which (141) reduces near the Sinbad resonances (see Landau 
g~ Lifshitz 1977, §§47--49), know that GrSninger's value of Aq~ is too small by ~r/2. 
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5.4.2 Convent ional  theory of  spiral s tructure 

The idea behind Personne's suggestion that Gr6ninger substitute ¢ o( c ikr into (141) is 
that ¢, being wave-like, oscillates with on a lengthscale 1 << r. If this is so, occurrences 
of r (but not of dr) in (141) can be approximately replaced by a constant mean value r0. 
Then the equation is translationally invariant in r and thus must have eigensolutions of 
the form e i k r .  Once one knows the form of the solutions, determination of the frequencies 
is easy. 

Similarly, we might return to (140) with the guess that some of the normal-mode 
potentials of a disk will be of the form e i(kR+m4~) . (The e-dependence at least is guaran- 
teed as the system is translationally invariant in ¢.) This is generally called the "tight- 
winding approximation" (TWA) since it is implicitly assumed that the modes of interest 
have 27rrn << kR. Next we assume that the epicycle approximation is valid for all the 
disk's stars and use the resulting action-angle coordinates to solve the CBE. Taking 6~ to 
be of form 5~ = ee  i ( k R + m ¢ )  and noting that the Cartesian and action-angle coordinates 
are related by [see eqs (25) and (30)] 

7a V ~  Jr R=Rg+acosOr, ¢=0~+~-~g  sin0r, where a - -  , (146) 

we find that 6~'s action-angle representation is (see e.g. Binney &: Lacey 1988) 

6-~ = ee 'kR+m¢ ----ee 'kR" exp( ikacosOr)e 'toO" exp <''~g Sln~'r) 
oo (147a) 

=e E exp [i(kRg + l~) ]J i ( lCa)e i( '°~+m°'), 
l:--oo 

where 

o~(J~) = arctan (m~-~g) m272 (147b) and r(J~)  - ks + /---~. 

In other words 
5~(,,m) = eexp [i(kRg + l(~)]Jt(1Ca), 

so with (139) we have 

:  exp [i(kR  + 

The perturbed surface density is 

(14s) 

[n = (l, m)]. (149) 

f 1 f f (R- ¢') R d R d e d 2 v  6E(R', ¢') = 6f d2v = ~7 

- R'I f g f g ( R -  R')6(¢ - ¢') d2Jd20 

_ 1 ~ f ~?.e~(..0_~, ) 6(n  - R')Z(¢ - ¢9  d2Jd~0. 
R !  n - -  

(150) 

Inserting (146) and (149) into (150) 
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* ~ ( R ' ,  ¢') = ~7  t=-  n .  ~, - 

7a 
(151) 

When we take advantage of the two &functions to integrate out Ja and Oa, every oc- 
curence Rg (including those in the definitions of n, a etc) should, strictly, be replaced by 
R' - a cos 8~ and similarly for 8a. However, the TWA allows us to neglect the small differ- 
ence between Rg and R I except when multiplied by the large number k in an exponential. 
Then we obtain 

Rg=R, f i  / 
527(R', ¢') ~ e---~-ei(kR'+'nO'-"t) dJa eil°' dd,. Jt(ICa) n .  O fo /OJ  

R ' -  dRg 1 = - ~  n . w - v 

x / d S r  exp [i(lOr - 3'a - 0~)]. m~- 7 sin Or ka cos 

(152) 

From equation (27) it is simple to show that d J J d R g  = R 9 ~ / 7 .  For f0 it is natural  

to adopt Schwarzschild's DF in the form f0(J)  = (7.go/27r0.2)e - ' Jr /~= [cf. eq. (121)]. 
Finally, the last line of (152) involves exactly the same product of exponentials of cos 8~ 
and sin 8~ as occur in the first line of (147a). Reducing this product  to an infinite sum 
of exponentials as in (147a) and doing the integral over O~ yields 

= -z flJ,( a)12e-" "2 dJ~ ~27(R', ¢')  __ ~0.,27° ~(kR'+m, ' - . , )  ~ t~ + m ~  - 
1~--oo 

oo 
_ .,,XOe~(kn,+,,,,,_., ) ~_. -tI~(x)~-" 

0-2 _ l~ + m D  v 

/C 2 2706~ .~, 
- ~2(- - i -7~)~-~ ~, X), 

(153a) 

where 

V -- maQ E 2 a  2 , f i  
* -= - - , , ~  x -- ,~2 .r'(,, x)  = 2(1 - ,='e-x)-7- 1 - 7 / t  2 ' I t ( x )  (15ab) 

/=1 

and the integral has been evaluated with formula 6.615 of Gradshteyn & Ryzhik (1965). 
From Poisson's equation it follows that our potential per turbat ion 54 i is generated 

by the per turbed surface density 

Ik16~ (154) 627 = 2rrG " 

Equating this to (153a) with/C approximated by Ikl [see (147b)], we obtain the Lin-Shu- 
Kalnajs dispersion relation for tightly wound spiral waves: 

Ikl 7 ( , ,  x )  = 1 - ,= = 1 
]Ccrit 

~2 
(u -- m/2) 2 where kcrit --- 2rrGZo ~2 , . (155) 
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This is the analogue of Grhninger's formula (142). Qualitatively it has something in 
common with (142): waves are trapped between radii at which n = q-(u - mr2) and 
thus k vanishes. These are the radii of the inner and outer Lindblad r e s o n a n c e s  (ILR 

and OLR). But there are two important  differences between (155) and (142) that  arise 
because the function k~" behaves qualitatively like k - ek 2, where e > 0: 
(i) For each value of s for which one can solve (155) for k, there are ~wo allowed values 

of k; one speaks of the long- and short-wave branches of the dispersion relation. 
(ii) k~" achieves a maximum for some value of k. Consequently it can happen that  

there is a range of radii around the corotatlon resonance ( t i t ) ,  at which ~ = m/2, 
for which the term proportional to k~" cannot make up the difference between n2 
and ( ,  - mS2) 2. Indeed from (155) Toomre (1964) showed that  if there is no such 
forbidden zone around the t i t ,  the disk is unstable to some axisymmetric disturbance. 
Hence any real disk will have a forbidden zone for every value of tJ. 

The two branches of the dispersion relation merge at the edge of the forbidden zone 
around the CR. Consequently, waves are trapped not so much by two radii at which 
k = 0 as by one such radius and the radius at which long- and short-wavelength distur- 
bances become identical. This leads to the following difficulty in carrying out for disks 
the analogue of Personne's programme for waterstuff. We would like to find the eigen- 
frequencies t,~ by equating to 2nlr the total phase increment of a wavepacket that  runs 
from one boundary  to the other and back again. But as waves bounce off the edge of 
the forbidden zone around the ca ,  they move from one branch of the dispersion relation 
to the other. Consequently, the waves that  return at the end of the day are qualita- 
tively different from those which set out, and it is insufficient to impose a simple phase 
condition. 

The following example will show that  this problem is a real, physical difficulty rather 
than  mathematical  gibberish. Suppose we have a packet of short-wavelength leading 
(k < 0) waves of such a frequency u that  an ILR exists and follow the packet from just 
outside the ILl{. It is not hard to show that  the group velocity for such waves is positive 
and thus that  the packet propagates outwards towards the ca .  At the junction of the 
two branches of the dispersion relation the packet transfers to the long-wave branch and 
starts to propagate inwards back to the ILR as a long-leading wave. At the ILR it turns 
into a packet of outwardly propagating long-trailing waves. When it next reaches the ctt 
it transfers to the short-wave branch of the dispersion relation and starts to move inward 
again as a short-trailing wave. Thus our packet, which started life moving outwards as 
a packet of tightly wound leading waves, is now moving inwards towards the ILl{ as a 
packet of tightly wound trailing waves. This progression is the mathematical  expression 
of the natural  tendency of structures in the disk to be wound up by differential rotation. 
Furthermore, one may show that  as the packet of short-trailing waves approaches the ILR 

for the second time its wavelength gets shorter and shorter without limit and the energy 
of the wave is effectively thermalized. Thus the TWA predicts that  our initial packet 
degenerates into heat  rather than  completing a perpetually self-renewing life cycle. 

Does it follow from this analysis that  disks have no spiral normal modes? Actu- 
ally no for two reasons: (i) for sufficiently large t, the disk may have no ILR, and (ii) 
the TWA is generally badly violated on the long-wave branch of the dispersion relation. 
Using a different approximation scheme Goldreich &: Lynden-Bell (1965) showed that  
self-gravity can significantly amplify wave packets as they pass from leading to trailing 
configurations--this effect is called swing amplification. Furthermore, it is likely that  
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the breakdown of the TWA allows a portion of packets of short-trailing waves to pass 
right through the centre of a galaxy whose ILR is at r <~ 2folk, to emerge as packets of 
short-leading waves which can evolve once more into short trailing waves and again pass 
through the centre. It is thought that these two effects combined make it possible to 
establish, for magic values of v, closed loops of waves that run from the centre to the 
corotation barrier and back. The entire cycle involves both leading and trailing waves, 
but the latter dominate since they are the immediate products of the swing amplifier. 
Hence the observed predominance of trailing spirals on the sky. 

5.4.3 Conclus ion  

Gr6ninger was dissatisfied with his approximate treatment of (141) since it gave poor 
estimates of the fundamental lines in the waterstuff spectrum. We have even less reason 
to be satisfied with the Lin-Shu-Kalnajs analysis of (140) which, unaided, is unable to give 
an adequate account of even the high-frequency normal modes; Personne's programme 
turns out to involve loosely-wound waves for which the LSK-dispersion relation is not 
really valid. Obviously more powerful techniques need to be developed for the solution 
of (140). 

Meanwhile, is the TWA theory of spiral structure worth bothering with? Quantita- 
tively the TWA theory is not a success. Yet it has played an important role in the study 
of galaxies by introducing a widely employed conceptual framework. Only after effective 
machinery for the evaluation of normal modes of disks is available will we know for cer- 
tain whether this role has been beneficial. In any event one must not underestimate the 
con- and de-structive influence on progress in science of the conceptual frameworks that 
simple models introduce. Two examples will illustrate this point: 
(i) High-energy physicists think always in terms of "particles" and "interactions" and 

yet these are really just elements (propagators and vertices) introduced during the 
iterative solution of a set of coupled non-linear integro-differential equations. 

(ii) Isaac Newton spent vastly more time, thought and experimental effort on chem- 
istry than on either physics or mathematics. Yet his incomparable mind, which 
both before and after his period as a chemist revolutionized mathematics and first 
demonstrated the possibility of exact science, achieved nothing of lasting value in 
Chemistry, whose foundations were to be laid by men of much smaller stature in 
the mid 18the. Why did he fail so miserably? Because his conceptual framework 
was pre-Newtonian; brought up in the mystical, pre-Enlightenment mid 17the. he 
thought in terms of the ancient alchemical concepts of corruption and redemption 
rather mechanistic causality. 

Concepts such as Lindblad resonances and long- and short-waves introduced by the 
conventional theory of spiral structure may prove as useful as quarks or as obstructive 
as alchemy. Only the future and hard work will tell. 
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Foreword 

This series of lectures concentrates on star formation and on the evolution of stellar pop- 
ulations in galaxies with a final chapter on chemical evolution. It assumes some previous 
knowledge of the general properties of stars and galaxies (classification, stellar popula- 
tions, gaseous content) but otherwise is self-consistent. Emphasis is put on principles 
and methods, including difficulties and pitfalls, rather than on results; however some 
results will be presented mainly as examples and references will be given on a selection 
of the most important ones. 

1 Stel lar  E v o l u t i o n  

Knowledge of stellar evolution is obviously a prerequisite to any study of stellar populations 
in galaxies. Here I will outline the evolution of stars of different masses with emphasis on 
the less well-understood aspects. Indeed there are still major uncertainties on some phases of 
stellar evolution that however contribute to a large amount to the integrated luminosity of a 
galaxy ; any astronomer should be aware of this problem. Also, some quantities like any color 
in the visible are insensitive to the temperature of the stars when they are hot, and stars 
almost similar in the visible may have vastly different properties in the far-UV; one should 
also be aware of this limitation and not try to draw too hastily conclusions e.g. on details of 
massive star formation in galaxies from colors alone. 

In this lecture I will discuss the Hertzprung-Russell diagram -the basic tool of stellar 
astronomers- then discuss the main sequence, the post-main sequence evolution of massive 
stars and of intermediate-mass stars, and terminate by a few remarks on the role of binarity. 

1 .2  T h e  H e r t z p r u n g - R u s s e l l  ( H R )  d i a g r a m  

Theoreticians use to present the results of their model calculations of the evolution of stars 
in a diagram where the total (bolometric) luminosity is plotted as a function of the effective 
temperature of the star. This is usually called the "theoretical t tR diagram". The luminosity 
L is presented either in units of solar luminosity Lo,  

1L® _ 4 103aerg s -1 - 4 1026W, 

or as the absolute bolometric luminosity, 

Mbol = -2.51og L + est ,  

the constant being such that the absolute bolometric luminosity of the Sun is Mbol,® = +4.69. 
The effective temperature T~ff is the temperature of a blackbody with the same radius 

as the star (assumed spherical) and the same luminosity : 

L = 47rR ~ aTtar 

It should be remarked that the radius of a star is an ill-defined quantity in stars with 
extended thick envelopes, because radiation can come from different radii at different wave- 
lengths. Theoreticians then chose an arbitrary radius (usually small) and their T~ff can be 
considerably larger than the radiation temperature at most or all wavelengths. A good exam- 
ple is that of Wolf-Rayet stars for which the theoretical Teft (that corresponds to the radius of 
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a dense core) is considerably higher than for example the temperature describing the far-UV 
(ionizing) properties of these objects (10SK or more instead of 30000K or so). 

Observers measure fluxes (or magnitudes) of stars at various wavelengths, as estimated 
above the terrestrial atmospheres, and quantities related to surface temperatures : colors 
or spectral types. They build MR diagrams in which they plot a magnitude (usually in the 
visible V baud) as a function of a color (e.g. B-V) or of the spectral type. In order to relate 
the magnitude to the bolometric luminosity one must know the interstellar extinction and 
the distance of the star, usually expressed as the extinction-corrected distance modulus 

( m  - M)0 = 5 l o g  d(pc)  - 5 

Then the bolometric correction is required to relate the magnitude at a given wavelength to 
the bolometric magnitude, for example : 

BUy = My - Mbol 

When only the symbol BC is given it corresponds to the V magnitude. BC is almost 
zero for A, F and G stars that radiate most of their energy in the visible but can be as large 
as 3 magnitudes for cold M stars that radiate mostly in the near-IR, and even larger for the 
hottest O stars that radiate mostly in the UV. 

Colors or spectral types are more directly related to T, f f .  However the relation between 
color and T,I  f is far from uniform. O and early B stars have almost the same continuum at 
wavelengths longer than say 1200 A, thus almost the same colors (B - V - -0.30) : this 
is simply due to the fact that the Rayleigh-Jeans part of the blackbody spectrum at their 
very high temperatures covers this wavelength range, and these stars match not too badly 
blackbodies in this range (not beyond the Lyman discontinuity, however). Consequently it is 
almost impossible to classify those stars on the basis of colors alone : spectral classification is 
required, but is unfortunately ditTicult because of the weakness and paucity of the interesting 
lines. Moreover these stars are not terribly bright in the visible due to their large bolometric 
corrections. R is thus extremely hazardous to try to derive e.g. the ionizing properties of a 
stellar population from its colors in any observable wavelength range. 

As a consequence of all this the observational and the theoretical MR diagrams of a 
stellar population look very different. This is most important for the massive, luminous 
stars. These stars evolve at roughly constant luminosity but their tracks in observational 
MR diagrams are highly curved due to bolometric correction, and compressed in the "hot" 
region so that the main-sequence part is faint and almost vertical ; the star becomes bright 
in the relatively unimportant A - F evolutionary stage and is faint again in the region of 
M supergiants in spite of its evolutionary importance. Fig.l.1 from the excellent paper by 
Flower (1977), illustrates this. 

1 .3  T h e  M a i n - S e q u e n c e  ( M S )  

This is the part of the MR diagram where stars burn helium in their cores. L and Teff do 
not vary much during this phase which lasts roughly for 90 per cent of the stellar lifetime. 
One can show that, roughly : 

LMS c< ~r~ 3 , 

where m is the mass of the star (this relation flattens at high masses). As at the time of 
central exhaustion of hydrogen, where the MS terminates, about 15 per cent of all the stellar 
hydrogen has been burnt, one can estimate easily the MS lifetime as a function of mass : 
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Fig.  1.1. Transformat ion of the theoretical HR diagram into an observational HR diagram M v  v s . B -  V.  The 
evolutionary tracks of s tars  of 5, 7 and 10m® with the indicated composit ion and no mass-loss are indicated. 
From Flower (1977). 

tMS --~ 101°(m/m®)-2yr 

given the luminosity of the Sun, its mass m o = 2 1033g = 210S°kg and the energy yielded by 
the combustion of hydrogen 6 1014J per kg. 

Consequently, any star with m < 0.8rn O is still on the MS, given the age of galaxies 
15 109yr; only more massive stars have had time to evolve further. 

During the recent years, it has become dear that the MS is not as narrow (in Tefr as 
well as in color or spectral type) as expected from conventional stellar evolution models. For 
example, the predicted MS for O-B stars should countain 80 to 90 per cent of all stars of the 
corresponding masses while observations show that it contains only 60 per cent, and the actual 
MS band should extend up to spectral type A0 (Teir ~ 104K). A much better agreement 
is produced when including stellar mass loss and a higher degree of mixing of the stellar 
interior e.g. via convective overshooting. Overshooting means that the inertia of packs of 
material moving up through convection is such that they are able to rise considerably further 
than the normal upper radius of convective zones, thus yielding increased mixing. See a 
discussion in the review article by Chiosi and Maeder (1986). Main-sequence widening is also 
present at lower stellar masses, presumably due only to enhanced mixing (by overshooting or 
other mechanisms) as mass-loss probably does not exist on MS at low masses (Mermilliod and 
Maeder, 1986). It should be noted that there are large uncertainties in the MS widening, both 
observationally and in the models that are adjusted empirically to match the observations : 
in particular, the influence of metallicity is not known. 

1.4 P o s t - M S  E v o l u t i o n  

Post-MS evolution is complicated and there are still major unsolved problems in this evo- 
lution. Good review papers are by Iben (1967, 1974), Iben and Renzini (1983) and Chiosi 
and Maeder (1986). Three kinds of stars should be separated, with different properties and 
evolution (fig.l.2). 
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Fig. 1.2. Sketch of the evolution of stars of various masses in the theoretical HR. diagram. ZAMS = Zero-Age 
Main Sequence; RGB = Red-Giant Branch (first ascent); HB ---- Horizontal Branch (reduced to a stationary 
position called the clump at high metallicities); AGB = Asymptotic Giant Branch (second ascent); SN --- 
supernovae, 

Massive stars with rn ~ 8rn® burn H, then He, then C in non-degenerate cores and evolve 
rather smoothly at roughly constant luminosity until they end their life in a catastrophy : 
either they explode as a type II or lb supernova, or (at least for the most massive ones) they 
collapse into a black hole. It is very hard to decide from observations between these two 
possibilities as their difference would not much affect the statistics of supernovae ; however 
it has large consequences on nucleosynthesis and chemical evolution of galaxies since the 
considerable production of heavy elements by massive supernovae might be strongly reduced 
in the second case. 

Intermediate-mass stars 2.3m® ~ m ~ 8m~) do not burn H and He in degenerate cores 
but experience carbon burning in degenerate matter  for m ~ 4 m®, resulting in a supernova 
explosion. Stars with lower masses do not explode but end up as planetary nebulae nuclei 
then white dwarfs after substantial post-MS mass-loss. They first climb up the HR diagram 
as red giants, execute complicated loops and come back to an asymptotic giant branch (AGB) 
that extends the red giant branch (RGB) to higher luminosities. Then they turn to planetary 
nebulae, then white dwarfs. 

Eow-mass stars with m ~ 2.3 m® ignite He in degenerate cores at the tip of the RGB 
(the helium flash). They then stay at a fixed luminosity (Mbo~ --~ 0) for some time forming 
either the "clump" or a horizontal branch according to metallicity (respectively high or low); 
then after a short stay on the AGB they end as the previous ones. 

For the two latter categories of stars the relative importance of the post-MS evolution, 
i.e. the ratio of energy produced in this place to that of energy produced during the MS, 
is larger than for the most massive stars and as these post-MS stages have relatively high 
luminosity they can dominate the energy produced by a galaxy at some stages. For example 
the AGB dominates the luminosity of a normal stellar population _ 10 s years old and the 
RGB dominates after ~_ 2109 years (fig.l.3, from Renzini and Buzzoni, 1986). 

The effects of mass loss and internal mixing are even more important during the post-MS 
evolution than on the MS. I discuss some aspects now. 
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Fig. 1.8. Percentage contribution to the total (bolometrlc) luminosity of an ensemble of s tars  of various 
masses born together at time t = 0, as a function of time. The case corresponds to the composition X ---- 0.70, 
Y -- 0.28, Z ---- 0.02 (see Chapter 5 for definitions) and the IMF has a uniform slope x ---- 1.35. MS ---- Main- 
Sequence, RGB = Red Giant Branch; HB ---- Horizontal Branch and all post-MS stages stars more massive 
than 9m®; AGB --- Asymptotic Giant Branch; PAGB ----- Post-AGB stages for rn < 9m®; SGB ----- Sub-Giant 
Branch (stage between the MS and the location of the RGB, slow in low-mass stars). The mass of stars with 
total lifetime t is indicated on the top scale. This figure is schematic and some of its dements are uncertain, 
in particular the contribution of the AGB. From Renzini and Buzzonl, 1986. 

1.5 M a s s i v e  s tars  

If there were no mass loss and mixing, massive stars would experience core He-burning as 
red supergiants and also near the center of the HR diagram. However all massive stars are 
now known to experience strong mass loss at all stages of their lifes and may lose half of 
their masses or more in their lifetines. This does not affect strongly their central evolution 
(i.e. the regions where energy is generated) but affects very much the stellar envelopes 
(see Maeder, 1981a). The most massive stars may lose entirely their envelopes in the red 
supergiant phase and become then reduced to a small central core, very hot as the energy 
production is essentially unchanged. The external regions of this core are enriched in products 
of nucleosynthesis, essentially N in early stages (produced by the CNO cycle) and C in later 
stages (produced by He burning).  These are Wolf-Rayet stars, respectively WN and WC. It 
is dear  that in this case part or most of the core He burning occurs when the star is very 
hot thus at the extreme left of the HR diagram. Stars more massive than ,,~ 60m® may 
even never become red supergiants (however the upper limit for supergiants may result from 
instabilities : Maeder, 1983a). 

This has of course impor tant  consequences on the appearance of the HR diagram. Also 
the supernovae (if any) that  end the life of the stars are not of the same type : type II if the 
star exploded as a red supergiant, type Ib if it exploded as a Wolf-Rayet star (the difference 
being the presence or absence of an extended envelope). The relatively high frequency of type 
Ib supernovae shows indirectly the importance of mass loss. SN 1987A is an intermediate 
case since its progenitor was an evolved blue (B3I) supergiant of about 20 m® presumably on 
its way to the left of the HR diagram. 
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However there may be an intrinsic scatter in the importance of stellar mass loss, and 
mass loss seems to depend very much on metallicity. The best evidence for this is the highly 
variable ratio between Wolf-R.ayet and red supergiants in galaxies (or part of galaxies) of 
various metallicities : this ratio is large in metal-rich galaxies and becomes quite small in 
metal-poor galaxies (Azzopardi et al. 1988a). This can be simply interpreted as due to an 
increase of mass loss with metallicity. This phenomenon should affect in a way qualitatively 
clear but difficult to predict well quantitatively the population of the HlZ diagrams. Mass 
loss also produces changes into the stellar nudeosynthesis, although not very important. 

1 .6  I n t e r m e d i a t e  a n d  s m a l l  m a s s  s t a r s  

Post-MS evolution is not too badly understood for low-mass stars, although uncertain rates 
of mass loss on the RGB makes this important part of the evolution difficult to predict 
accurately. Also, some features of the evolution are not dear  (e.g. possible important mixing 
at the He flash, or a possible reapparition of the blue HB at very high metallicities). The 
situation is much worse for intermediate-mass stars as the very important stage of AGB 
evolution is not quantitatively understood in spite of much theoretical effort. Mixing on the 
AGB produces a dredge-up of freshly produced carbon to the surface ; a carbon star is formed 
when C/O becomes larger than 1. Carbon stars are easily recognizable and are excellent 
probes of late stellar evolution. There are major discrepancies between model predictions 
and observations (e.g. in the Magellanic Cloud dusters) : there is a lack of bright AGB 
stars, and carbon stars are observed at much too faint magnitudes. Both phenomena may 
perhaps be understood as due to strong mass-loss or extra mixing on the AGB (Bertelli et 
al., 1985) but this is rather controversial. However observations of intermediate-age dusters 
in the Large Magellanic Cloud show that their light is very much contributed by AGB stars, 
thus this contribution cannot be much smaller than predicted in fig.l.3. 

It is likely that mass loss depends on metallicity thus that metallicity affects evolution 
like for the more massive stars. Moreover, metallicity strongly affects colors on both the RGB 
and AGB, due to its effects on opacity and blanketing. This can be used with profit to derive 
the metallicity of a given population (see e.g. Azzopardi et al., 1988 for the galactic bulge 
and Mould and Kristian, 1986 for the old populations of M31 and M33). 

1 . ' / R o l e  o f  s t e l l a r  m u l t i p l i c i t y  

50 per cent of stars independently of mass are members of physical (bounded) multiple sys- 
tems, mostly binary. Moreover, massive star tend to occur in (unbounded) compact groups. 
Both phenomena have strong effects on the HR diagram. Obviously the unresolved brightest 
groups of stars will look brighter and less numerous than the same population if the stars 
were well separated. Moreover evolution of close binaries is rather different from that of single 
stars, due to mass transfer from one star to the other. In particular, an evolving massive 
star in a close binary system, will "try" to become a supergiant but will instead pour out its 
expanding envelope onto its companion ; thus one effect of binarity will be to decrease the 
number of red supergiants. Another one resulting from mass transfer on a white dwarf is the 
formation of type I supernovae. There is no room here to discuss in details the principles and 
consequences of close binary evolution (there is an extensive literature on the subject). What 
should be reminded at this stage is that it introduces further difficulties in the interpretation 
of HR diagrams that one generally tends to ignore as a first approximation -something that 
one should probably not do ! 
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2. T r a c e r s  o f  S t a r  F o r m a t i o n  in  G a l a x i e s  

2.1 Introduct ion and Definitions 

In this chapter, I will concentrate on the various ways of determining the Present Day Star 
Formation Rate (PDSFR) in galaxies. The history of star formation will be dealt with 
in chapter IV and V. It should be stated right from the start that  we have essentially no 
information on the P D S F R  from low-mass stars (say with m ~ 2mo)  , even in our Galaxy. 
Thus all I will say concerns higher-mass stars. 

Let me define two quantities describing star formation. The Star Formation Rate (SFR) 
is the amount of mass converted into stars per unit time SFR(t) = dM(t ) /d t .  This quantity 
can refer to the unit volume, area, mass of gas or total mass according to the author. The 
Inital Mass Function (IMF) describes the relative proportions of stars of different masses. It 
is generally defined as : 

¢(m)  = dn(m)/dln(m) = m d n ( m ) / d m  

where n is the number of stars of mass m. The IMF is normalized such that 

fm ~" ¢ ( m ) d m  1 
I 

mz and m~ being the lower and the upper mass of formed stars respectively. If the IMF does 
not depend on time, the mass of stars formed between masses m and m + d m  is obviously 
¢ ( m ) S r R ( t ) d m .  

Determining the IMF is a very difficult task except perhaps locally in our Galaxy : see 
the big review by Scalo (1986). A power-law parametrization ¢ ( m )  o¢ m -~ is sufficient 
for high-mass stars (the IMF must flatten at low masses), and the various authors agree 
on • ___ 1.5 to 1.7 (not inconsistent with the early determination x -- 1.35 of Salpeter). It 
appears almost impossible to determine separately m~ and x : star counts are affected by 
small-number effects near m~, and moreover an increase of m~ or a decrease of a~ produce 
essentially the same secondary effects. Finally the assumption of a constant IMF, although 
practical, is not really justified : one expects in particular metallicity to affect ms (or ~), an 
effect that  seems observed at least in the star clusters that ionize extragalactic t t II  regions. 

Let us discuss now the various methods to determine the PDSFR. The results will be 
discussed in the next chapter. 

2.2 P D S F R  from Star Counts 

This is obviously the only direct method ; unfortunately it is applicable only to those galaxies 
nearby enough for the brightest stars to be resolved (essentially those of the Local Group of 
galaxies). 

The method is the following : 
1) Build a HR diagram (e.g. V vs B - V) by observations of a galaxy or part of a galaxy 

(CCDs are ideal for that).  
2) Assess completeness (to a given magnitude and possibly color) and correct for incom- 

pleteness when possible (this is generally not possible !) 
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3) Eliminate those parts of the Hl:t diagram that are contaminated by galactic foreground 
stars ; the blue part is much less contaminated than the red part, thus a cut-off at say 
B - V ~- 0.3 is indicated, leaving essentially the (widened) main sequence. 

4) Count stars in identical parts of the HR diagram of different galaxies, yielding relative 
values of the PDSFR. : in effect, the accessible parts concern in general massive stars and they 
yield the PDSFR as the lifetime of these stars is quite short. 

This assumes of course that  the distances are known, as the I-IR diagrams must be put 
in an absolute magnitude scale. This is not as trivial as one would imagine, as the distance 
of the studied galaxies is often derived from the apparent magnitude of their brightness stars, 
hence a kind of circular argument. One has to assume that the IMF and the stellar evolution 
are the same in the different systems studied. This is far from granted : indeed the IMF 
may well depend on metallicity and perhaps on other factors (environment) while we know 
for sure that massive-star evolution depends on metallicity (see the previous chapter). Still 
the HR diagrams of galaxies as different as our Galaxy and the two Magellanic Clouds that 
have quite lower metallicities are remarkably similar (see tIumphreys and Mc Elroy, 1984 ; 
note however that the Magellanic Clouds may have more massive stars than indicated due to 
star crowding). Also the luminosity functions (proportion of stars with different absolute 
magnitudes e.g. My or MB or Mp0) are rather similar for most galaxies where they could be 
determined (see e.g. Lequeux, 1986 ; Freedman, 1985 ; Pierre and Azzopardi, 1988 ; Aparicio 
et al., 1988). This is rather surprising, especially when one realizes that the observed stars 
are mostly late MS or post MS stars. It might be that nature conspires in mutually cancelling 
the effects of variations in the IMF and of variations in the evolutionary properties ? 

In any case, many other difficulties make this kind of observation quite uncertain. Image 
crowding and stellar clustering are major difficulties, particularly troublesome if one compares 
galaxies at different distances and observed with different seeings. In spite of advanced 
methods of image processing, the limit of completeness due to image crowding is barely 
better than magnitudes ~ 21 although CCDs allow to reach much fainter magnitudes. The 
image quality of the Hubble Space Telescope should yield a big improvement of the situation. 

Nevertheless, this method seems to produce results good to a factor ~ 2, a result which 
is not worse than that of the other methods I will describe now. 

2.3 P D S F R  from Lyman Continuum Flux 

Only O stars and early B stars are hot enough to generate photons at wavelengths shorter 
than the Lyman limit at 912A (actually the contribution of B stars is rather small). These 
photons ionize the hydrogen of the interstellar gas. Recombination produces cascades and 
all hydrogen lines are emitted, in particular the Balmer lines (these are called for this reason 
recombination lines). As ionization and recombination equilibrate each other, the flux in any 
recombination line is proportional to the Lyman continuum flux to a good accuracy. One has 
for example for the Balmer 3 line (H 3 ) :  

N~ _2.4710s  s I(Hf3) [ T~ ~-°'°° f D ~2 
lph 8-1 le 'g \ i V - i f ]  \ ]  

where Nc  is the number of Lyman continuum photons absorbed by the gas each second, 
1(113) the flux of H 3 photons observed from the Earth, Te the electron temperature of the 
gas and D the distance to the source. The flux in the other lines can be estimated using 
the tables of Brockelhurst (1971) for the Balmer and Paschen lines and Giles (1977) for the 
Brackett lines in the IR (the list of wavelengths is in Lang, 1980, p.119). 
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In order to derive the PDSFR from the observation of the flux of one recombination line, 
one has to : 

1) Correct this flux for interstellar extinction : this is somewhat problematic (see below). 
2) Calculate Nc  
3) Estimate the number of Lyman photons Nc  emitted by the stars. Nc is larger than 

Nc as dust mixed with the gas absorbs part of the photons. Usually one takes Nc  = 2N C 
from a study by Smith et al (1978). 

4) Estimate the number of stars : one has to chose an IMF, decide is one is dealing with 
a burst (all stars born at the same time) or with a continuous star formation (or "extended 
burst" : stars formed at a constant rate starting at a given time) or with a more complicated 
situation (not recommended as this introduces too many parameters !). Then one has to 
estimate the flux of Lyman continuum photons using model atmosphere (Kurucz or Mihalas) 
or empirical data (e.g. Panagia, 1973). Fortunately these determinations do not depend much 
on this choice (this would not be the case if one was dealing with helium-ionizing photons). 
For an example, see Lequeux et al. (1981). 

There are two major problems in this derivation. One is that measurements of Balmer- 
line fluxes are difficult, especially for not very active galaxies where the line/continuum con- 
trast is small ; errors by a good factor 2 are possible when filter photometry on and off the line 
is used (one can do better with sweeping Fabry-Perot interferometers but there are not many 
measurements yet). The other problem is the extinction correction to be applied. Extinction 
can be derived from the observation of the ratio of fluxes of two Balmer lines, making use of 
the fact that extinction varies with wavelength. One has for example 

log [F ( H ~ ) / F  (H~)] = log [I ( H ~ ) / I  (HE) ] + 0.335C(H~) 

where F are the observed fluxes, I the theoretical fluxes [I ( H ~ ) / I ( H ~ )  ~_ 2.86 in general]; 
C (HE) = log [I ( H E ) / F  (H E)] is the logarithmic extinction coefficient. The relation between 
visual extinction and C is : Av = 2.2C (HE). Another way (possible for HII regions) is to 
compare recombination line fluxes with radio continuum fluxes, as free-free radio emission 
from an ionized gas is also proportional to the ionizing photon flux. Numerically, one has 

F~ = 3.28 109 X(H~) 
1Jy \lG-~z] \1--0~] levg cm-2s -1 

F~ being the radio continuum flux at frequency t/ .  I (HE) calculated from this formula can 
then be compared to the observed F (HE) to obtain C (Hz).Vnfortunately , the two determi- 
nations of C(H~) rarely coincide, even in single HII regions, and it is hard to make a choice 
(see e.g. Lequeux et al. 1981). The problem is particularly severe for galaxies as a whole ; 
Kennicutt et Hodge (1986) tend to adopt a large correction in the case of the Magellanlc 
Clouds (1 magnitude of extinction at H~) but this seems too much. 

It would be better to use radio continuum fluxes directly to determine No,  thus avoiding 
the problem with extinction. Unfortunately this is only possible for relatively bright HII 
regions. The radio continuum of galaxies is a mixture of thermal (free-free) and non-thermal 
(synchrotron) radiation which are very hard to separate from each other. 

2 .4  P D S F R  f r o m  f a r - U V  m e a s u r e m e n t s  

Only hot stars radiate in the far-UV. These can be either young, massive 0 and B stars, 
or evolved objects like horizontal-branch stars or nuclei of planetary nebulae. The latter 
class of objects gives only a minor contribution except where there is no young population 
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at all (globular dusters  and may be bulges of spiral galaxies and elliptical galaxies). Thus in 
general far-UV radiation gives a good measure of the P D S F R  for massive stars. While the 
Lyman continuum photons are dominated by O stars, the far-UV photons are dominated by 
early B main-sequence stars and thus relate to a somewhat fainter part of the IMF. 

The method is straightforward : measure flux at some wavelength, then correct for 
extinction and estimate the numbers of stars by using model calculations. These model 
calculations are relatively easy as the far-UV fluxes of stars of different types are well known 
(see e.g. Nandy et al., 1976). I find useful to note that the far-UV fluxes can be fitted by 
empirical relations like : 

M2080A -- Mbot = --1.00 + 11.0 (log Tefr - 4.28) 2 

that allow after some transformations to express the emitted energy as : 

log 120~oA (erg s -I A -I) = -4.40 (log Tell -4.28) 2 + log L/L, + 30.19 

giving a sufficient approximation. Note also that contrary to optical astronomers far-UV 
observers have the good idea to define magnitudes from received fluxes [ 

log f;~ (erg s - l A - l c m  -2)  = - 0 . 4 m A  - 8.44 

The problem with extinction is much worse than with the recombination lines, as ex- 
tinction in the far-UV is much larger than in the visible : thus the results will be rather 
uncertain. On the other hand, the measurements are probably more accurate. A strange fact 
is that  the UV radiation from stars ionizing large extragalactic HII regions do not seem to 
be much reddened (in the far-UV) : the observed spectra are not far from a Rayleigh-Jeans 
spectrum as expected without extinction, while interstellar reddening should flatten it con- 
siderably and produce a 2200 A absorption feature. Presumably this is due to a selection 
effect related to strong inhomogeneities in the extinction : far-UV radiation is visible only 
from stars sitting in extinction "holes" while radiation from stars located behind obscured 
regions is completely hidden. This makes the problem even worse. An at tempt  at a statistical 
correction in galaxies has been made by Donas et al. (1987). 

2.5 P D S F R  f r o m  far - IR  r a d i a t i o n  ? 

Far-IR emission comes from dust heated by stellar radiation. As dust absorbs more the 
far-UV photons than the visible ones, one may expect dust heating to be dominated by UV 
photons, and far-IR radiation to trace the PDSFR for massive stars. Can we assess this 
quantitatively ? 

A first problem is to quantify the far-IR radiation, which has most often be measured only 
in the four bands of the IRAS satellite (12, 25, 60 and 100 pm). An empirical extrapolation 
often used is that  of Helou et al. (1985) : 

s (6o ,m) S (lOO ,m) 
FFIR -- 1.26 10 -14 2.58 1Jy + 1wm-  t-7 v ] 

the S~ being the flux densities as given in the II~AS catalogues. Based on the FIR spectrum of 
the center of our Galaxy, which is known over the whole range of FIR wavelengths, Boulanger 
and Perault (1988) rather use : 

F Fm =lO-2S E vS,  
W i+,n-- 2 

4b~nds 
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Table 2.1. Local distribution of FIR luminosity 

Component  FIR/Msas Surface FIR luminosity 

"CIRRUS"  = diffuse gas 
+ some molecular clouds 

Cold Molecular Clouds 
Star-forming regions 

2 L o / M  o 10 L o / p c  2 

1 L o / M  o 1.5 L o / p c  2 
>> 1 L o / M  o 3.0 L o / p c  2 

(Variable) 
TOTAL 14.5 L o / p e  2 

Table 2.2. Origin of FIR galactic radiation (This seems to apply both to the solar vicinity and the active 
SF region ~ 5 kpc from the galactic center ) 

Heating stars 

O 
B0 - B0.5 

late B 
A 

FGKM 
KM giants 

Fraction of FIR radiation 

0.17 
0.21 0.53 
0.15 
0.10 
0.16 
0.21 

-1.00 

v being the frequency corresponding to the nominal center of each band. I tend to prefer the 
second formulation as more appropriate for galaxies, but the differences are not very large. 

In order to appreciate how much FIR flux comes from young massive stars, I quote some 
results from Boulanger and Perault et al. (1988). 

The second table shows that about half of the galactic FIR radiation actually comes 
from young massive stars. Thus the FIR luminosity is a good measure of the PDSFR for 
galaxies that have substantially more star formation than our Galaxy, i.e. LFIR >> Lvis ib le  -.. 

unless there are other processes for heating the dust, e.g. non-thermal UV radiation from an 
active nucleus. In the case of a low SFR (like M31) the use o f / a a  to estimate the PDSFR is 
not recommended. 

W h e n  LIa can be used as a tracer, a useful formula for the steady-state case (continuous 
SF older than about l0 s years) is given by Scoville and Young (1983) for a "normal" IMF 

dM(O,  B, A stars)/dt  = 7.710-11LIR/L®(M®yr -1) 

We have also to apply a correction for the fraction of stellar radiation that does not heat 
the dust. In the case of our Galaxy this fraction is about 0.5, but it may vary from galaxy 
to galaxy. One may try to use the same receipe as Donas et al. (1987) used for the far-UV 
radiation. 

2.6 Other  poss ible  tracers of  P D S F R  

These have been discussed by Lequeux (1979). Supernovae and their remnants may be useful, 
although type I Supernovae do not have massive progenitors ; however the statistics are 
poor and incomplete. Cepheids cannot be used. The non-thermal radio radiation shows a 
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beautiful correlation with the FIR luminosity at le ast for galaxies actively forming stars 
(see the next chapter) and it is tempting to use it as a P D S F R  tracer ; the idea is that  
the relativistic electrons that are responsible for this radiation originate in young objects 
(supernova remnants).  However we do not really understand why this correlation is so tight. 

It is not recommended to use any luminosity in the visible as a P D S F R  tracer, except in 
extreme cases of starburst galaxies where we can be reasonably certain that  most of the light 
comes from the starburst (but be careful about the extinction correction that may be very 
large in such cases, and also to the possible non-thermal contribution of an active nucleus). 

2.7  T i m e  e v o l u t i o n  o f  s o m e  o f  t h e  P D S F R  t r a c e r s  

It is useful to give some information on the time evolution of at least the two main-tracers : 
the Lyman continuum and the far UV fluxes -Relevant tables can be found in Lequeux et al. 
(1981) and Lequeux (1988). I assume a burst of star formation at time t = 0 (fig.2.1). 

I i 1032 -I .i -i erg s ,~ m o 

0 I 
lOa6ph s -~ rnJ 

3 - / ~  

2 /  / 
"1 / I l l  

0 - -  
i0 s 107 

i -  " I  1033 erg s-lA "i 

lmol10~yr)  -I 

lot'7 ph s 
(mo/lOSyr) -1 

Lyman con t inuum 

I 

10 8 t ( yea rs )  

Fig .  9-.1. Lyman  con t inuum flux and far-UV flux at 2000 A for an ensemble of s tars  all born  together  ~t t = 0 
(full lines) and for s ta rs  forming at a cons tan t  rate s ta r t ing  at t = 0 (dot ted  lines). The initial mass  funct ion 
is defined by z ---- 1.5 for m > 1.8m®, z = 0.6 for m < 1.8m®, m~ = ll0m®, mz = 0.007m®. The atmosphere 
models used for estimating the Lyman continuum flux are those of Mihalas. 

The Lyman continuum flux stays about constant then drops precipitously after about 
4 l0 s years due to the disappearance of 0 stars from the main sequence. The far-UV flux first 
increases slightly, due to the evolution of hot stars inside the main sequenc% then drops much 
more slowly as the contribution of B stars is much more important .  The time evolution in the 
case of continuous star formation is easily derived from integration (fig.2.1). A steady-state 
is reached soon for the Lyman continuum photons. 
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3. T h e  P r e s e n t  R a t e  o f  Star F o r m a t i o n  in G a l a x i e s  

This chapter is an application of the principles developed in the previous one, and is intended 
as an illustration of what can (or cannot) be done. I will discuss first the irregular galaxies, 
then the "normal" spiral galaxies and finally those galaxies that have a particularly high 
PDSFR : the "starburst" galaxies. 

3 .1  I r r e g u l a r  G a l a x i e s  

The best known of the irregular galaxies are our two dosest neighbors : thet Large Magellanic 
Cloud (LMC) at about 50 kpc distance and the Small Magellanic Cloud (SMC) at 70 kpc. 
They offer the opportunity of studying massive star formation in conditions different from 
those in our Galaxy : in particular the abundances of heavy elements axe about 3 and 10 
times lower respectively, and much more of their mass is under the form of gas. 

The following table compares the PDSFR per unit mass of gas (a reasonable normaliza- 
tion as stars axe made from gas) to that in our Galaxy near the Sun. Molecular hydrogen is 
included for the Galaxy and not included (for lack of data) for the LMC and SMC ; these 
galaxies are however believed to contain relatively less H2 molecules. The data are from 
Lequeux (1984) with some minor changes : the total mass of the SMC is a rough estimate 
from the velocity dispersion of old objects (planetary nebulae), and the data for the Lyman 
continuum flux of the LMC are from the Ha observations of Kennicutt and Hodge (1986), re- 
spectively uncorrected for exctinction (lower number) and corrected for an extinction A v  = 1 

magnitude (higher number) 

Table  3.1. Comparison of PDSFR per unit  mass of gas 

Total mass 
Gas mass Ms~ 
Nbright stars/Mgas 
N'o/Ms~ 
LI69oA/Mg~, 
NSNR/Ms~, 

GALAXY, 1 kpc 2 LMC SMC 
9 107 M e 6.1 109 M e 109 M e 
6 l0 s Me 7 l0 s Me 6.5 l0 s M e 

1 1.2 - 1.6 0.15 - 0.27 
1 1.5 - 3.0 0.28 
1 1.3 0.30 

(1) (1.8) (0.4- 0.6) 

In this case we have 3 good tracers of PDSFR : bright star counts in similar portions of 
the ttR diagram, Lyman continuum photons and far-UV luminosities, and some information 
on supernova remnants, tt is seen that all determinations axe consistent with each other. This 
suggests that the IMF/evolution combinations are the same within the large errors in all three 
cases, yielding similar stellar luminosity functions in spite of very different metallicities. This 
rather surprising, but perhaps not really significant result has already been discussed in the 
previous chapter. In any case, it appears that the LMC is producing 1.5 times more massive 
stars per unit mass of gas than the solar neighborhood, and the SMC 3 times less. The 
physical reasons for this difference are not really known. Note also that there is much gas 
left in the SMC but less in the LMC. 

Staxs counts are also possible in other irregular galaxies in the Local Group with the 
result that the PDSFRs per unit mass of gas are similar within a factor 3 (this encompasses 
both MageUanic Clouds) : see Lequeux (1986), but this study would be worth re-doing using 
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more modern data. As for the Magellanic Clouds, there is no sign of significant differences 
in the luminosity functions. 

Statistics on PDSFRs on larger samples have been obtained using far-UV observations 
(Donas et al. 1987) : they also indicate a PDSFR/Mg~, ratio uniform within a factor 3, and 
somewhat smaller than for spiral galaxies, by a factor 2-3. Note that for working with any 
such correlation it is better to work with apparent quantities (as seen from the Earth) rather 
than with absolute quantities in order to avoid biases and also to be less impressed by the 
natural correlations that exist between any pair of parameters in galaxies. 

There is less Ha photometry but the agreement is good with the results from the far-UV. 
IRAS data are scarce as the FIR emission of irregular galaxies is weak, obviously due to a 
lack of dust linked to their low metaUicities. It is remarkable and not explained that their 
dust is somewhat hotter than that of spirals (60#m/lOO#m ratio higher). 

Finally I would like to mention that massive star formation looks qualitatively different 
in irregular and spiral galaxies. Molecular clouds are very small, there is no equivalent to 
the giant molecular clouds in our Galaxy ; on the other hand, there is no equivalent in our 
Galaxy to the hypergiant ttII regions 30Dot in the LMC or CM 39 in NGC44 49. Finally 
there are young globular clusters in the LMC, SMC (and also in the late-type spiral M33) 
with no equivalent in our Galaxy. 

3 .2  " N o r m a l "  S p i r a l  G a l a x i e s  

As expected, our Galaxy is the best documented of all. The PDSFR has been deduced from 
the Lyman continuum flux, itself derived from the thermal radio continuum emission of HII 
regions by Smith et al. (1978). It is interesting to follow what they have done. They estimated 
a total ionizing flux for what they call the giant HII regions of Nc = 210S~photons -1 for the 
whole Galaxy. They correct this by a factor 2 to take into account dust absorption inside the 
HII region, yielding Nc = 4.1 10S~ph s - i  . 

They estimate a further contribution from smaller HII regions of 0.7 10S2ph s -1 and 
another one from the galactic center HII regions of 0.7 10S2ph s -1 • This gives a total Nc = 
5.5 10S2ph s -1 . For a "normal" IMF their model calculations give a production rate per unit 
mass of star formed of 2.2104Sph s - lM~ 1 . However the lifetime of an HII regions is not longer 
than about 5 l0 s yr after which it is dispersed by the combined effect of increased pressure 
and stellar winds : thus we see the effect of O stars only during this time. Consequently the 
SFR is, with their adopted IMF : 

Nc = 5 M® yr-1 
dM, ~dr = 2.2 104s × 5 10 s 

for the whole Galaxy. Actually O stars continue to radiate and ionize the gas when the HII 
region has dispersed so that the total Lyman continuum flux is about 45 10S2ph s -1 , mostly 
outside HII regions, yielding a general ionization in the diffuse interstellar medium and a 
weak diffuse H= emission that has indeed been observed. 

It is also possible to obtain from the distribution of HII regions the radial distributions 
of the PDSFR : it is found to peak in a ring about 5 kpc in radius (fig.3.1). The distribution 
of atomic hydrogen is much more uniform and the SFR is clearly not correlated with it. 
Conversely, the distribution of molecular gas as derived from that of the 2.6 mm line of the 
CO molecule or from 7-ray observations with the COS B satellite is similar to that of the 
PDSFR : a not unexpected result as we know that stars form in molecular clouds. The 
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Fig.  3.1. Comparison of the H2, HI, giant HII regions and far-IR emission surface densities in the Galaxy. 
Values for H2 and HI include a 1.36 correction for the  m a s s  of helium. The HI distribution is from Burton 
and Gordon (1978), that  for H~ is from Clemens, Sanders and Scoville (1986), that for the giant HII regions 
from Smith et al. (1978) and that for the far-IR emission from Perault et al. (1988). 

large-scale distribution of the far-IR radiation is also similar, showing that it is not such a 
bad tracer of PDSFR after all. 
The Andromeda Nebula M31 is another well-studied case (Walterbos and Schwering, 1987). 
The PDSFR is rather low in this galaxy as LIR/LB is 1/10 of galactic. Star formation occurs 
mainly in a ring about 10 kpc from the center, as can be seen in the images of various PDSFR 
tracers. The dust is colder than in the Galaxy (smaller 60/100 #m flux ratio), may be due to 
a smaller contribution of hot star-forming regions. There are unfortunately no quantitative 
measurements of the PDSFR yet. 

M51, M83, NGC6946: For these rather extended Sc galaxies, the PDSFR could be 
mapped using various tracers, usually Ha,  and compared to the distributions of atomic and 
molecular hydrogen as described from 21-cm and CO observations respectively (Scoville and 
Young, 1983; Combes et al. 1978 and Young, 1988). There are also FIR and radio continuum 
distributions available. In every case, the PDSFR as well as the latter distributions follows 
the distribution of molecular hydrogen, not that of atomic hydrogen, confirming that massive 
stars at least form in molecular clouds as observed in our Galaxy. 

M33, a nearby Sc galaxy, also has a lot of data, although CO observations are very 
incomplete. Ha,  far-UV radiation, as well as FIR and thermal radio continuum radiation 
(available in this case), all have exponential distributions and follow each other quite well but 
not at all the atomic hydrogen. There are however interesting small but significant differences 
in the scale lengths of these components that have several possible explanations (Rice et al., 
1988). 

More detailed studies of the distributions of all these components are possible. The best 
case is probably M51 for which detailed CO observations have been recently obtained by 
Garcia-Burillo and Gu~lin with the 30-m IRAM millimeter telescope, yielding in particular 
for the first time a good figure for the arm/interarm contrast in CO. 

Statistics on PDSFRs in spiral galaxies have been made on various samples. A correlation 
within a factor 3 exists between the PDSFR as derived from far-UV of Ha photometry (Donas 



164 

et al, 1987 and Bunt and Deharveng, 1988, table 2) and the atomic hydrogen content. We 
have seen previously that (for spirals, not for irregulars !) the PDSFR is better correlated with 
//2 (or CO) than with atomic hydrogen in galactic dicsc, one may expect a tight correlation 
between Ha (or far-UV flux) and CO. Good quality data are still too scarce for checking 
this, unfortunately. The correlations between the FIR radiation and H~ (Persson and Helou, 
1987) and between the FIR and far-UV fluxes (Buat and Deharveng 1988, fig.la) are not very 
good, showing again that the FIR radiation is not a very good tracer of PDSFR for "normal" 
galaxies. Similarly, FIR and CO fluxes are well, but not very well correlated (Solomon 
and Sage, 1988). It is remarkable that the FIR/CO relation is a factor 2 higher than the 
same relation for galactic molecular clouds, an indication of the contribution of the "cirrus" 
(diffuse) component of the interstellar medium to the FIR emission of galaxies. Similarly 
the correlation between FIR and the total mass of interstellar gas M(HI) + M(H2 ) seems 
better than with any of these two parameters alone. A very recent study (Bunt, Thesis) 
shows that this is also the case for the far-UV radiation, thus the PDSFR. This appears to 
be in contradiction with the spatial correlation PDSFR/CO noted in several galaxies. 

3 .3  S t a r b u r s t  G a l a x i e s  

These are galaxies with a very high PDSFR. For a description of what can happen in a 
starburst see Larson (1987) and Pdeke et al. (t988). 

They are detected in various ways : 
1) Strong Ha or UV emission (far or even near). This is a powerful method which 

has led to the discovery of many starbust galaxies that are called blue compact galaxies or 
extragalactic (isolated) HII regions (more or less synonymous), Haro, Markarian or KISO 
galaxies, etc. This has drawbacks however as galaxies with a high amount of internal ex- 
tinction cannot be found in this way ; also galaxies with active galactic nuclei (AGN) often 
exhibit an UV excess and/or strong emission lines and are included in the above samples 
although they may not experience a strong burst of SF. 

]gar-IR emission is a more clear-cut way of discovering starburst galaxies. Many have been 
found as IRAS sources and are often called IRAS galaxies. Every galaxy with LFxR >> L~,i,,ibz~ 
is likely to be a starburst galaxy or to be an AGN galaxy or both. In a pure starburst, FIR 
radiation is almost entirely due to reradiation by dust of the light of the many massive stars 
formed in the burst. Such galaxies also show a strong continuum radio emission that is well 
correlated with FIR emission (see Helou et al., 1985 or de Jong et al., 1985) : thus strong radio 
emission is also a way to discover starburst galaxies. However some AGN galaxies share the 
same FIR/radio correlation while others have an excess in radio emission. Starburst galaxies 
are also strong X-ray emitters, but this is also the ease for AGNs. 

It is interesting to elaborate on the FIR properties of starburst galaxies. Their FIR 
spectrum was defined by the fluxes in the four IRAS bands (12, 25, 60 and 100/~m) is well 
distinct in pure starbust cases from that of "normal" (quiet) galaxies, Seyfert (AGN) galaxies 
and quasars (Rowan-Robinson, 1987) : see fig.3.2. 

However there are intermediates between normal galaxies, starburst galaxies, AGNs and 
quasars. This shows in particular that starburst galaxies may contain an AGN, and also that 
catalogued AGN galaxies may also be starburst. It may well be that the "typical" Seyfert 
FIR spectrum showed fig.3.2 results from the superimposition of a quasar and a starburst ; 
however the 60/100 /zm flux ratio for Seyferts is larger than for both quasars and pure 
starbursts, indicating a higher dust temperature, may be due to an increased radiation field 
or smaller dust grains, with respect to starbursts -the "pure" quasars have no grain emission. 
Most interesting also is the relation between quiet and starburst galaxies. Starburst galaxies 
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Fig. 3.2. Typical far-IR spectra of normal spiral galaxies, starburst galaxies, Seyfert galaxies and quasars, 
normalized at 100 pm. Adapted from B. Rowan-Robinson (1987). 

have a larger 60/100 #In ratio indicating hotter dust, while their 12/25 #In flux ratio is 
considerably smaller. The increased 60/100 #In flux ratio corresponds to hotter "normal" 
dust due to an increased interstellar radiation field itself due to the high PDSFR (or/and 
AGN ?). The drop of the 12 #In flux corresponds to the disappearance of very small particles 
heated by single UV photons, the Polycyclic Aromatic Hydrocarbons or PAtts (see the lectures 
by H. Habing) : these are presumably destroyed in the intense UV radiation of the young, 
hot stars or/and by shocks. These properties are found at small scale in some regions of the 
Galaxy (Helou, 1988). 

I would like to mention that the blue compact galaxies, although dearly starburst galax- 
ies, emit little FIR radiation : this is obviously due to their lack of dust, itself due to their 
lack of heavy elements. This is the same explanation as for the weak FIR emission of quiet 
irregular galaxies (most blue compact galaxies are just irregular galaxies experiencing a star- 
burst). 

Correlations between the FIR flux and various quantities can be attempted for starburst 
galaxies. There are not enough far-UV data to do that, but Moorwood et al (1986) present a 
poor correlation between FIR and H a  fluxes of IRAS galaxies (corrected for extinction as well 
as they could). Why this correlation is poor may be due either to incorrect corrections for 
extinction or to the presence of AGNs. The correlation of FIR and HI (21 cm) fluxes is very 
poor, a result not unexpected (some starburst galaxies show no detectable HI at all !) : Dickey 
et al., 1987. Starburst galaxies exhibit up to an order of magnitude more FIR radiation per 
unit CO luminosity, thus per unit mass of molecular hydrogen, than quiet galaxies (Solomon 
and Sage, 1988), a result not unexpected either. Finally there is an excellent and not so 
well explained correlation between the FIR and the radio continuum fluxes, as I already 
mentioned. One may assume that the relativistic electrons responsible for the non-thermal 
part of the radio emission are produced by supernova explosions thus proportional to the 



166 

PDSFR (after some delay following the beginning of the burst). The thermal part is less 
problematic. 

The mass of stars formed in starbursts is enormous. The FIR luminosity can be as high as 
a few 1012 L O. The most "economical" way to radiate such a luminosity is to have a short burst 
observed during the first 410 s years or so. With  a standard IMF (z = 1.5, m= = 110 m O), 
the bolometric luminosity per unit mass formed is about 750L®/m®, thus the mass of stars 
formed may be as high as a few 109m®. This is the gas content of an average spiral galaxy ! 
There are two ways to reduce the mass of stars formed for a given luminosity : increase the 
upper mass limit m~ or decrease the slope z of the IMF),  or increase the lower mass limit 
mL. The first possibility is excluded, and indeed observation of rather low gas excitation in 
some starbursts goes against m= being higher than 30 - 4 0  M® (or against the IMF being 
flatter) : see Scalo, 1986. If m= = 30 M O the bolometric luminosity is reduced by a factor 3 
and this makes the problem correspondingly 3 times worse. A better way is to increase ml; 
there are physical arguments (Silk, 1987) and observational support (Scalo, 1987) for that. 
If ml = 20 m® one gains a factor 10 in the mass but this is clearly an extreme possibility. 
It seems quite hard to go any further unless there is a hidden AGN after all (the energy 
conversion in an AGN is presumably much more efficient as it seems that the gravitational 
energy can be used). In any case, it is dear  that strong starbursts cannot last for very 
long and also must be rather rare phenomena. For an application of these notions, see e.g. 
Augarde and Lequeux (1985). 

I do not want to discuss here the origin of starbursts. There is an abundant  literature 
on this subject (see e.g. T.X. Thuan et al., eds., 1987) ; the general opinion is that  they 
are triggered by galaxy encounters, the most powerful starbursts being triggered by direct 
collisions. Note that  AGNs also seem to be triggered by encounters. The relation between 
starbursts and AGNs is a fascinating subject for future studies. 

4. Photometr i c  and Spectral  Evolut ion of Galaxies  

4 . 1  P r i n c i p l e s  o f  C o l o r  a n d  S p e c t r a l  S y n t h e s i s  

Up to now we have dealt only with present-day star formation in galaxies. Of course, we 
wish to know the past history of star formation. The tools for this axe the color and spectral 
synthesis, and to some extent the chemical evolution that will be dealt with in the last chapter 
of this course. 

The idea of synthesis is to reproduce the colors and spectra of galaxies by a superim- 
position of stars or star clusters of various ages and metallicities. Inverting colors into basic 
components is not tractable, but t h e r e  have been at tempts at inverting spectra. The prob- 
lem with synthesis is that  there are many free parameters and one should impose reasonable 
guidelines in order to limit their number. The simplifying assumptions that are usually made 
a r e  : 

1) The IMF is constant in space and time. This is a very critical assumption which 
is probably not true. Metallicity may affect it, in particular : Campbell (1988), Viallefond 
and Stasinska (1988). There are a few at tempts to escape this assumption, in particular the 
bimodal star formation models developed by Gfisten and Mezger (1983) and Larson (1986). 

2) The star formation rate SFR(t) has a smooth variation, with may be very few bursts 
superimposed. This is also somewhat a rb i t ra ry .  

3) A chemical evolution model is sometimes coupled with the history of the galaxy 
in order to yield a variation of metallicity with time, allowing to take these variations into 
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account. This is better than nothing, but also dangerous as the chemical models are uncertain. 
As we will see later, infall of gas on the galaxy or galactic winds can change drastically this 
evolution. Many people do not include metallicity variations in their models. 

The ingredients are : 
1) An IMF (or two in the case of bimodal SF models) 
2) Evolutionary tracks of stars at various metallicities. There are problems here that 

have been discussed in Chapter I. Stellar mass-loss and mixing have very important  effects 
and are not too well known, and are moreover metalllcity-dependent. Post-MS evolution is 
still poorly understood, especially on the AGB. These problems are especially troublesome 
for interpreting the IR radiation of galaxies. 

3) A stellar spectral library. There have been much recent improvements in this matter  : 
see e.g. the UV library of Fanelli et al. (1987) or the visible library of Pickles (1985a). The 
main problem is the lack of stellar spectra with metallicities larger than solar. 

An alternative recently developed by Alloin and Bica (see e.g. Bica, 1988) is to use a 
library of spectra of dusters. In the LMC there are dusters with a large range of ages and 
metallicities which can be supplemented by globular dusters of our Galaxy. This bypasses 
the problems with IMF and evolutionary tracks at least to some extent. Unfortunately there 
is also a lack of information for high metallicities. 

4) Finally estimates and corrections for interstellar reddening are required in the studied 
galaxies (this can be difficult) and even for the construction of the library : for example we 
can find little-reddened O stars only in the Magellanic Clouds. 

There are two approaches to the problem : 
1) Evolutionary synthesis consists in fitting spectra of galaxies with a "reasonable" model 

of evolving populations. This is the only possibility when only colors are available (color 
synthesis). This method yields insight on the evolution but is not always foolproof. 

2) Population synthesis or "optimized synthesis" is an at tempt at an inversion of the 
observed spectrum using a library of components with various ages and metallicities. As 
there may be many solutions, one has to be very careful in interpreting the results and 
conservative in selecting as little free parameters as possible. 

4 . 2  C o l o r  E v o l u t i o n  o f  G a l a x i e s  

Color evolution of galaxies is treated by evolutionary synthesis. A galaxy can be considered 
as the sum of "star dusters" of different importances and ages, a star duster  being defined 
as an ensemble of stars formed simultaneously according to an IMF. These "clusters" are 
left to evolve using theoretical tracks and their contributions to each considered wavelength 
band are added. Usually the only free parameter is the time history of the formation of 
these dusters. One assumes the IMF to be constant and neglects metallicity effects as a first 
approximation. 

In order to consider what happens, it is useful to work in a color-color diagram (e.g. U-B 
vs. B-V) and to consider how the representative point of a star duster  evolves : very young 
dusters have very blue colors (U - B ~ -1 .1 ,  B - V -~ -0 .2)  and they become redder and 
redder in both colors to reach U - B -~ 0.4, B - V ~- 0.9 at about 101° years, the colors of 
globular dusters (rigA.l). 

On the other hand, if stars are formed at a uniform rate from time T = 0 (this can 
be envisioned as a superimposition of dusters regularly distributed in age), the colors start 
from the same point at t = 0 but evolve slowly : after 10 l° years one still has U - B -~ 
-0.25,  B - V _~ 0.4 (fig.7). The vast majority of galaxies have colors intermediate between 
those of old single dusters and old continuous star formation with a uniform rate. This 
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Fig, 4.1. Evolution of galaxies in a color-color diagram. The tick marks indicate ages in years. The hatched 
areas represent the locations of observed colors of galaxies, from ellipticals (bottom right) to spirals, then 
irregulars then galaxies with present starbursts. See text. 

suggest that  SFR( t )  is a uniform or decreasing function of t ime, assuming that  galaxies are 
very old. The bluest  galaxies ( irregulars)  have had a roughly uniform SFR while the reddest  
ones (ellipticals) have had a strongly decreasing SFR( t )  with much star  format ion at the 
beginning and no or l i t t le  afterwards.  Spirals galaxies are in termediate .  These notions,  as 
well as most of the substance of this section, have been in t roduced in the fundamenta l  papers  
of Searle et al. (1973) and Larson and Tinsley (1978). I s trongly recommend reading these 
papers.  

Larson and Tinsley (1978) demons t ra te  the following impor tan t  p roper ty  related to 
U - B, B - V colors, which has been extended through numerical  simulations to any color- 
combinat ion by Rocca-Volmerange et al. (1981) : in any two-color d iagram the posi t ion of a 
galaxy that  experienced a relat ively smooth SFR( t )  depends only on the rat io R of in tegra ted  
SF to P D S F R  : 

/o , R = ~ (~y r )  

the P D S F R  being an average over the last l0 s years or so. This of course assumes a constant  
IMF and ignores metal l ic i ty  effects. 

This idea  has been applied for example to the whole available set of colors of the Mag- 
ellanic Clouds by Rocca-Volmerange et al. (1981) : the following values of R give a good fit 
of all colors : 

LMC : R = 7 -  10Gyr  

S M C : R - 9 - 2 0 G y r  

I want to insist on the meaning of these numbers.  R tells us nothing about  age and 
remote SFR history : R = 10 Gyr may mean for example either an age of 10 Gyr and a 
uniform SFR,  or  an age of 5 Gyr and a decreasing SFR,  etc. The SFR can have been smooth 
or in several isolated bursts  with l i t t le  SF in between. Wha t  impor ts  is that  there has not 
been a recent SF burst  : the in te rpre ta t ion  would have to be different in such a case. Any 
other informat ion should come from independent  da ta  like spectral  synthesis,  d is t r ibut ion  of 
the age of dus te rs ,  turn-off  of the luminosi ty function, abundance  of AGB stars, in par t icular  
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carbon stars. In the case of the LMC the last two criteria suggest a major episode of SF 
3 - 5 109 years ago (Stryker, 1984 ; Frogel and Blanco, 1983). 

If the considered galaxy is presently experiencing a starburst,  it is clear that  its color will 
be bluer as the contribution of the burst will add to the light of the "basic" galaxy. The locus 
of such galaxies in a color-color plot is a band extending that of "quiet" galaxies towards 
the upper left of the color-color diagram (rigA.l). This is however a somewhat oversimplified 
view of the actual situation, ff the burst was relatively short and is seen sometimes after 
it occured, its colors have turned redder. This introduced a dispersion in the color-color 
diagram for starburst galaxies, which has been modeled in detail by Larson and Tinsley 
(1978) : fig.4.2. 
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Pig. 4.2. Evolution of galaxies experiencing a starburst in a color-color diagram. The duration of the "burst" 
(in fact a short continuous SF phase) is 2107yr; its strength is expressed by the parameter b, the mass of 
stars formed divided by the mass of stars ever formed in the galaxy (the IMF is assumed constant), t is the 
time elapsed since the beginning of the burst. (a) is for a red underlying galaxy, (b) for a blue underlying 
galaxy. From Larson and Tineley, 1978. 

Larson and Tinsley (1978) have indeed remarked that the colors of interacting galax- 
ies from the Arp's atlas are much more scattered in the color-color diagram than the col- 
ors of quiet galaxies. This is historically the first evidence that interaction between galaxies 
triggers starbursts,  an evidence quite well documented since. 

4.3 Spectral Evolution and Synthesis 

I will now discuss some aspects of spectral evolution and synthesis of galaxies, that is better 
discussed on examples than in an abstract way. 

The first example is that  of "young" galaxies with blue colors like blue compact galaxies. 
These have UV spectra very much like those of giant extragalactic HII regions e.g. in M33, 
clearly dominated by hot, massive stars. Can we say something about the very recent history 
of SF ? It is clear that  not much can be extracted from colors even in the far-UV as stars from 
03 to B4 have almost the same continuum spectrum in the region which can be observed 
with IUE ()~ > 1200A). Only lines can be used. Fanelli et al. (1988) have recently applied 
population synthesis techniques to several blue compact galaxies. The best fit they find is 
invariably with a discontinuous set of hot stars (e.g. : O stars, not early B stars, but late 
B stars again etc.). This points to a discontinuous SFR consisting in recurrent bursts. Earlier 
star formation cannot be studied in the far-UV and requires visible and IR observations. The 
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problem now is to know whether these systems are young (i.e. no star formation previous to 
the recent burst, or series of bursts) or old. Some blue compact dwarfs have rather red colors 
and are certainly old but a few don't and deserve detailed observations. 

The second example I will discuss is the far-UV excess of some elliptical galaxies. This 
excess varies from galaxy to galaxy and can be due either to young hot stars or to evolved hot 
populations (e.g. post-AGB stars or accreting white dwarfs in binary systems). However the 
signal-to-noise ratio of the IUE observations of such systems is too small to allow to see the 
spectral lines. There is no surprise in these conditions that at tempts to match the continuum 
spectrum by evolutionary synthesis have not produced clear-cut results (Nesci and Perola, 
1985). 

Spectral synthesis of elliptical galaxies in the visible produces more interesting results 
because lines can be seen. Some show Balmer lines in their spectra, indicating the presence of 
relatively young stars (A stars mostly). These stars may have formed from gas captured from 
another galaxy or from accretion of intergalactic gas (accretion flows are seen in particular 
around the brightest elliptical galaxies in dusters). Evolutionary synthesis studies shows that 
this is far from exceptional and that young and intermediate populations do exist in a large 
fraction of ellipticals (see e.g. Pickles, 1985b ; Bica, 1988). 

Another kind of astrophysical objects for which these techniques have been applied is 
the central regions of spiral galaxies. They turn out to be a mixture of ages with a strong, 
old metal-rich component (Pritchett, 1977 ; Bica~ 1988). 

4 .4  G a l a x i e s  a t  L a r g e  R e d s h i f t s  

Although reasonable spectroscopy is now possible with large telescopes for the brightest ellip- 
tical galaxies up to redshifts of 0.5 (see an example in Hamilton, 1985) such data are still very 
scarce because of the long exposure times required and one is still limited in general to low- 
resolution spectrophotometry. Clearly this will be a major field of interest for observations 
with the future large telescopes like the ESO VLT. Another limitation is the quality of the 
photometric evolutionary models. Those by Bruzual (e.g. 1983) are very popular although 
they suffer from various known problems (lack of AGB in particular). More recent models like 
those of Guiderdoni and Rocca-Volmerange (1987), see also Rocca-Volmerange and Guider- 
doni (1988), differ very appreciably from Bruzual's models. An embarassment is that at high 
redshifts the UV excess of elliptical galaxies (which is known to be variable from galaxy to 
galaxy) comes into the visible and modelization becomes extremely uncertain. Recent studies 
do not reach agreement, although it is clear that one sees the effects of evolution and that 
there must have been star formation after the initial burst even for elliptical galaxies. Some 
interesting papers are Lilly and Longair (1984), Eisenhardt and Lebofsky (1987), Guiderdoni 
and Rocca-Volmerange (1987), Rocca-Volmerange and Guiderdoni (1987), etc. 

5. C h e m i c a l  E v o l u t i o n  of  G a l a x i e s  

All the elements we see in nature have been synthetized in stars from hydrogen and helium 
with the important exceptions of most of the main isotope of helium itself, 4He, 3He, deu- 
terium D = 2i,i and a significant fraction of TLi which were produced in the Big Bang. Thus 
most dements as seen in stars in the interstellar matter  and in the solar system tell us about 
the past history of nucleosynthesis, thus about past SF. Studies of chemical evolution aim 
primarily at accounting the distribution and abundances of these elements in galaxies. An 
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interesting although somewhat outdated review of the field has been given by Audouze and 
Tinsley (1976). Before describing how models of chemical evolution are built and giving some 
results, I will briefly describe the ingredients : measurements of abundances of the elements 
and nucleosynthesis. 

5.1 W h i c h  a b u n d a n c e s  are measured~  and  w h e r e  ? 

An excellent review of the patchwork of observational data on abundance measurements is 
that by Pagel and Edmunds (1981). The most abundant element, that serves of reference, 
is hydrogen ; hydrogen makes about 90 per cent by number and 70 per cent by mass of the 
atoms in the Universe. Then comes helium, the other elements being by far less abundant. 
The latter are often called "metals" and "metallicity" is synonymous to abundance of heavy 
elements. Amongst those, the triad C, N and 0 dominates (0 being generally more abundant 
than the two others), then Si and Fe. 

Abundances can be given, by number of atoms, with reference to hydrogen. By con- 
vention one usually takes n(H) = 1012 so that abundance of element A is then expressed in 
logarithmic form as 12 + log[n(A)/n(H)] . For example, if the abundance of oxygen is 5 10 -4 
by number it can also be given as 12 q- log(5 10 -4) = 8.70. 

Abundances can also be given by mass. In this case X designates the mass fraction of 
hydrogen (of the order of 0.70), Y that of helium (of the order of 0.28) and Z that of all 
heavy elements (about 0.02 near the Sun). It is useful to remember than Z(oxygen) _~ 0.45 Z 
(all metals) in not too extreme situations in galaxies. 

A frequently used notation is the logarithmic abundance per number with reference to 
the "cosmic" (or better solar) abundances : 

[A/H] = log[n( A ) /n(H)] -log[n(A)/n(H)]® 

One finds also the simplified notation [A], meaning the same thing. 
HII regions and planetary nebulae are good places to determine abundances from emis- 

sion lines intensities in their spectra. The abundances of H + and He + are derived from 
their recombination lines (the Balmer series for hydrogen). A small correction may be 
necessary for He ° that is not observed and for He ++ that gives faint recombination lines 
(especially A4686 A), requiring some knowledge of the physical conditions in the nebula. 
This is the only safe determination of the abundance of He: do not believe too hard in de- 
terminations in stars e.g. from the appearance of HR diagrams of dusters, this indirect 
method being far from foolproof. Fortunately the determination of the abundances of He in 
nebulae can be accurate to a few per cent. The abundances of heavier elements come from 
forbidden or semi-forbidden lines. The abundance of oxygen is relatively easy to obtain as O ° 
is scarce and lines of both O + and O ++ are seen. However it is not so well determined when 
it is large for reasons connected with the physics of the gas. N is more difficult, as well as C 
(abundance usually derived from the semi-forbidden line CIII A1909). The abundances of Ar 
and Ne can be determined, while that of S is somewhat problematic for various reasons. It 
should be remembered that the abundances of He, C, N and O in planetary nebulae may no 
represent those of the material from which the corresponding star was born, due to stellar 
nucleosynthesis and mixing. N and C in particular can be much affected. 

Within exceptions (evolved hot massive stars going back to the left part of the HR di- 
agram, red giants and AGB stars) the abundances at the surface of stars are those of the 
interstellar material from which they were formed. Abundances of most elements can be ob- 
tained in the Sun and represent those in the local interstellar medium at the birth of the solar 
system 4.6109 years ago (some abundances come from ratios of heavy elements in meteorites). 
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This set of abundances is refered to as the "solar", or "cosmic", or "standard" abundances. 
In other stars than the Sun, the situation is different. The abundance of He is usually im- 
possible to measure except in the hottest stars. That of C, N and O (already difficult in the 
Sun) can be obtained at great efforts in hot stars and more easily in cold stars here molecular 
bands are seen ; however in the latter objects they may be affected by nucleosynthesis in 
the star itself. What is less problematic is the abundance of Fe and its group that can be 
derived from the many lines of these elements in intermediate temperature stars. These lines 
are so numerous that they affect strongly the continuum of the stars though blanketing such 
that the abundance of iron can be derived to some extent from spectrophotometry and even 
photometry ; this requires however absolute calibration using high-resolution spectra os some 
stars of the same type. It should be remarked finally that abundance determinations are 
more uncertain in stars with extended atmospheres like supergiants, due to the difficulties in 
modelling line formation in such atmospheres. 

Abundances of some elements in very hot gas can be derived from X-ray spectroscopy. 
It has been found in this way that Fe is overabundant in some young supernova remnants. 
The most interesting application for evolution of the galaxies is the unexpected discovery of 
iron lines in the very hot gas of rich dusters of galaxies (Holt and Mc Cray, 1982). This yields 
[Fe/H] ~ -0.3,  half the standard abundance. As the total mass of this hot gas is roughly 
equal to that of all galaxies in the cluster, it is clear that this gas must play a very important 
role in galaxy evolution : presumably it was ejected from galaxies at early times, and it is 
presently accreted by the most massive duster galaxies forming new stars there. 
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Fig. 5.1, Production of helium and elements by stars of various initial masses. The contributions to C and 
N are uncertain. Adapted from Chiosi and Maeder (1986). 

Abundances in spiral and irregular galaxies can be relatively easily derived from spec- 
trophotometry of their HII regions (and also for the nearest galaxies, planetary nebulae). 
This concerns essentially He, C, N, O and a few other elements. Abundances in the central 
regions of spirals do not differ by large factors from the standard abundances but there are 
in many cases gradients, the abundances being smaller in the external parts (this is the case 
for our Galaxy). Irregular galaxies have usually low abundances, with marked differences in 
the C/O and N/O ratios. Two blue compact galaxies and one dwarf irregular galaxy have 
[O/H] as low as -1.5,  but no galaxy has been found to-date with lower abundances. Some 
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abundance determinations have been made for individual stars in the Magellanic Clouds, 
with in some cases discrepancies with the ttII-regions abundances ; they give in any case the 
only information we have on the Fe abundance in the Clouds. Essentially all that  we know 
on abundances in elliptical galaxies comes from spectrophotometry of their integrated light 
and concerns Fe and to some extent Mg (giant ellipticals have [Fe/H] > 0) ; we have no 
knowledge in particular of the abundance of oxygen. One of the main problems in discussing 
abundances in galaxies is : does the abundance which is measured in one constituent (say 
the HII regions) represent abundances in general ? It is dear  that this is not the case for 
our Galaxy where stars exhibit a variety of abundances which may differ considerably from 
those in t t II  regions, something that can be easily accounted for by differences in ages. A 
more difficult problem is that  of abundances in the Magellanic Clouds. While abundances in 
HII regions are remarkably uniform in each Cloud, abundances in some young stars which 
reflect those of the interstellar matter  from which they were born recently seems to differ 
appreciably : this is the case in particular for two stars in the SMC (Spite et al., 1986 ; 
Russell et al., 1988). This may indicate that the SMC at least is not so well mixed as was 
previously thought,  and is a warning as well as an incentive for further studies. 

stellar yields X IM F 
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initial mass M/Mo 

Fig.  5.2.  Contr ibut ion of s tars  of different masses to the yield in heavy dements .  This is obtained by 
multiplying the yields by the initial mass  function. The numerical  values have to be taken with caut ion due 
to uncertainties in the nucleosynthesis.  Adapted  from Maeder (1983b). 

5 . 2  W h e r e  a r e  t h e  E l e m e n t s  a n d  t h e i r  I s o t o p e s  F o r m e d  ? 

There is an enormous amount of work on this very complex subject and I will give here only 
a few simple ideas that will be useful for what follows. Review papers include Audouze and 
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Tinsley (1976) and more recently Truran (1984) ; see also the textbook by Audouze and 
Vauclair (1980) and the nice small review by Truran and Thielemann (1987). 

Initially there was only hydrogen. Big-bang nucleosynthesis produced most 4He and Siie, 
probably all deuterium and a significant part of 7Li. Their abundances give strong constraints 
upon cosmology and particle physics. 

The observed abundances of the rare dements SLi, 9Be, 1°Be and n B  are fully consistent 
with production through the interaction of cosmic rays with the interstellar medium. 

All the other dements are produced in stars (stars also destroy some of the light dements 
mentioned above, particularly D that does not survive through passage in any star). As stars 
derive most of their energy from combustion of tt into He, it is dear  that they should release 
He. However their integrated contribution adds not more than some 20 percent to the big- 
bang He in most evolved galaxies. O, Mg, Si, S and many other dements are synthet~zed 
mainly in massive stars (m > 10m®: fig.5.1) and are released at least in part during the 
supernova explosion that ends the llfe of at least the less massive of these stars. Some Fe 
is also produced into the explosion. If the most massive stars end as black holes instead 
of supernovae, this will significantly decrease the heavy dement production. Production by 
stars of various masses has of course to be integrated over the IMF, weighting heavily towards 
stars of lower masses (fig.5.2). 

C and Fe appear to be mostly produced in lower-mass stars, the former during the AGB 
phase and the latter by type I supernovae. The situation with N is complicated (see later). 

Elements that are produced directly from H (and He) in stars are called primary 
dements. They can thus be synthetized in first-generation stars as well as in later gen- 
erations. Secondary dements are formed from pre-existing primary dements and are thus 
expected to appear later during the evolution of galaxies. One should have : 

n(primary) n(primary) 
Oc 

n(secondary) n(H) 

IIowever there are few real secondary elements. 13C, N and the s-process elements like Ba 
formed by capture of neutrons were considered some years ago to be pure secondary elements. 
We now think that N can be partly primary, i.e. formed by the CNO cycle from fresh 12 C 
generated in the same (massive) star. This may be also the case for 1~C. On the other hand, 
elements like C or Fe that come mostly from low-mass stars, although they are primaries, 
occur late in the evolution of galaxies due to the long time of these stars and behave roughly 
as secondaries ! 

5 .3  P r i n c i p l e s  o f  C h e m i c a l  E v o l u t i o n  

The evolution of a galaxy is schematized in fig.5.3. The galaxy can be considered as a 
box initially made of gas (H and He) from which stars are formed. Stars form heavy dements, 
and return enriched matter  into the interstellar medium especially at the end of their lifes : 
remember that the stellar lifetimes increase drastically with decreasing steUar mass, roughly 
as m -2.  There is usually a remnant left after the death of the star : these remnants trap mass 
and do not participate to the further evolution of the galaxy. Modelling what happens in this 
box when assuming that it does not exchange matter  with the external world is building a 
dosed-box model of evolution. Such models are useful for a basic understanding but may well 
be wrong even as zero-order approximations of the reality. Indeed, matter  can be ejected from 
galaxies (especially from systems or at early stages) : the abundant hot gas with half-solar 
metallicity that is seen in dusters of galaxies has probably be ejected by the galaxies during 
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Fig. 5.3. Scheme of the chemical evolution of a galaxy. See text. 

their early evolution. On the other hand, galaxies are known to accrete external gas : this is 
dear  for the biggest galaxies in dusters that accrete the hot gas just mentioned with rather 
high rates (several tens or even hundreds of solar masses per year). Galaxies can also accrete 
primordial matter  (not yet chemically processed). There may also be exchanges of matter  
between different parts of a galaxy (e.g. between the halo and the disk or via radial flows in 
spiral galaxies). Finally galaxies can merge together during encounters, in part or totally. All 
these complications make evolution of galaxies, and in particular chemical evolution, a very 
complex subject. If one realizes that in an external galaxy there are only a few parameters 
that enter as inputs in chemical evolution models -mass of gas, total mass (plagued with 
the problem of the dark matter) and metallicity in the gas and possibly in the bulk of the 
stars- one sees that it is hopeless to try to derive the galaxy evolution (past history of SF, 
for example) from chemical evolution models. They can only provide useful constraints. This 
lowers considerably the optimism that prevailed in the early days of chemical evolution. 

It seems worth however to discuss the basic equations of chemical evolution. I will not 
describe for the sake of simplicity the bimodal star formation models in which the low-mass 
stars and high mass stars are formed in different contexts and at different rates, although these 
models are physically sound and have many attractive properties properties : the basic papers 
(Giisten and Mezger, 1983 ; Larson, 1986, see also Scalo, 1987) will be easily understood from 
the principles that will be described now. I will thus assume here a constant IMF. 

The first basic equation concerns the evolution of the mass of gas + dust (here called 
simply "gas") and reads : 

dMg/dt  = - S F R ( t )  ¢(m)dm + R(m)¢(m)SFR It - T(m)] dm + A(t) 
(~) 

Time t is taken as zero at the formation of the first stars. 
The first term is the loss of gas through star formation. The integral it contains can be 

reduced to 1 if the IMF ¢ ( m )  is normalized as usual. The second term expresses the return 
of mass to the interstellar medium. R(m) is the quantity of mass returned by a star of mass 
m. One assumes for simplicity that a star of mass m expells all this gas at the end of its life 
which lasts T(m) : this neglects stellar mass loss but is not a bad assumption as mass loss 
occurs either in short-lived massive stars or in the late phases of the evolution of low-mass 
stars. At time t, only the stars formed t -  T(m) ago return mass, and only stars with masses 
large enough to have had time to evolve and return mass : hence the lower limit of integration 
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masses re(t) which is the mass of a star with lifetime t. The last term represents the exchange 
of gas with the outside world (positive sign for accretion). 

Similar equations can be written for the mass of an element in the interstellar matter.  
If Z is the mass fraction of such an element, one has : 

]2" d ( Z M s ) / d t  = - Z S F R ( t  ¢(m)drn  + R z ( m ) ¢ ( r n ) S F R  [t - T(m)] drn + A z ( t )  

R z ( m )  and A z ( t )  expressing respectively the mass of elements Z returned by a star of mass 
m and exchanged from the external world. 

This set of equations can of course be solved numerically, but it is useful to give a simple 
analytical solution valid in the instant recycling aDproxiraation. This approximation neglects 
the lifetime of the stars, thus sets T('m) = 0. This is not as bad as one would think if one is 
willing to limit the study to elements produced by high-mass stars only (like oxygen) as those 
stars have very short lifetimes. Numerical experiments show that  the results are reasonable 
for not too evolved galaxies (Mg,s/M,~ar,  > 0.1) : see e.g. Alloin et al., 1979. Consider first 
the closed-box model with A(t)  and A z ( t )  = 0. One has : 

/? dMg/d t  = - S F R ( t )  ¢ ( m )  [1 - R(m)] din. 
[ 

If we set I ~ = Mg/Mtot (note that M~ot ignores dark mat ter  and is the total mass of stars + gas 
alone) and 

/? a = ¢ ( m ) R ( m ) d t (  ~ - 0.2 for a "normal" IMF)  

this equation reduces to 
dg( t ) /d t  = - S E a ( t ) [ 1  - a] 

Similarly the equation for an heavy element reads 

d ( ~ Z ) / d t  = - S F R ( t ) ( Z  - a), 

setting a = J 2  ~ R z ( r n ) ¢ ( m ) d r n (  ~ - 0.01 for all heavy elements). 
Developing the first member and using the equation for/~ one has 

#dZ/d t  = - S F R ( t ) ( Z  - a) 

Multiplying by dt/dlz = - [SFR(t)(1 - a ) ] - I  one eliminates the time and SFR and get: 

#dZ/dl~ = - Z a / ( 1  - a) + a/(1 - a) 

The quantity 
p = a / ( 1  - 

is called the yield. This is the mass of heavy elements returned per stellar generation (mass 
normalized to 1) per unit ne__tt mass turned into stars, p is of the order of 0.01 for the sum 
Z of all heavy elements (half of which is oxygen, roughly) and similar or slightly higher for 
helium Y. 

We note that Zc~ ( (  a as Z --- 0.01, a ___ 0.2 and a ___ 0.01. Then the second term of the 
equation above can be neglected and we have the simple solution : 

z = 

taking Z = 0 at the start. 
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This equation shows that for relatively evolved systems the abundances will not differ 
enormously from p. This is what is observed in galaxies. 

One can also calculate the fraction of all stars formed that have an abundance < Z : 
this reads : 

Z/Zno~ 
S 1 --/~.ow 

S(now) 1 - #now 

An analytic solution also exists when there is accretion of metal-free gas such that it 
exactly compensates for star formation : 

A(t)  = SFR(t) and A z ( t )  = O 

This gives : 
Z = p [1 - e;rp - (tz -1 - 1)] 

In this case, a steady state is soon reached where Z = p. It is intuitively clear that 
accretion of metal-free gas will continuously dilute the enriched gas and keep Z from growing 
very much. The fraction of stars abundances smaller than Z reads : 

S/Snow = _ ( # - 1  _ 1 )  -1 { l _ ( Z / Z n o w ) [ l _ e ~ p _ ( , - I  1) ]} 

Similarly, accretion of metal-rich gas accelerates the initial chemical evolution but tends 
to slower it down later. Conversely, galactic winds (mass loss from the galaxy) tend to 
accelerate chemical evolution via a decrease of the gas content. 

5.4 Confronta t ion  to Observat ions  

In general, observations converge in showing that metallicity increases when the gas fraction 
decreases, in agreement with the predictions of the simple model. However there is a large 
spread in the Z / #  relation, showing that things are more complicated. This spread may 
be due to poor evaluations of the total masses in stars : dynamical studies of galaxies yield 
gravitational masses that contain an unknown and probably variable amount of dark matter,  
while we are only interested in the total mass of stars + gas. For the purpose of evolutionary 
calculations it may be better to estimate the mass of stars from their luminosity assuming a 
mass/luminosity ratio for the galaxy. But dark matter  cannot be the whole story, as we will 
see now. 

Let us look first at the galactic disk. There is an abundant literature on this subject (see 
Audouze and Tinsley, 1976, and for recent work Tosi, 1988 and references herein). It is dear  
in this case that dosed-box models do not work. The metallicity distribution of low-mass 
stars shows a strong lack of low-metallicity objects that  cannot be reproduced by such models. 
Infall models with no metals and a more or less constant rate do not work either. A better 
fit can be obtained assuming e.g. that  the initial abundances were non-zero due to strong 
pre-galactic stellar evolution, or with an infall model and a large spread of abundances at 
any time. Bimodal star-formation can also give a good fit. The time variation of metallicity 
is also known in the disk and is so fast at early stages that it excludes closed-box models 
again. The situation is more satisfying with infall or bimodal star formation models. Finally 
the radial abundance gradient seen in the galactic disk, although expected in local closed 
box models (the abundances decrease and the Msas/Mtot ratio increases toward the external 
parts of the Galaxy), is not fitted quantitatively with such models. There are again ways 
out : infall, radial flows, bimodal star formation, etc. According to Tosi (1988) the only thing 
which can really be excluded apart from closed-box evolution of the galactic disk is infall with 
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high metallicity (Z ~> 0.4 Zo). Note that dark matter is no___t_t a dominant constituent of the 
disk and cannot be involved to alleviate the problems. 

Irregullar galaxies are relatively unevolved objects that can be thought of to be more 
easy places to test chemical evolution models. However there is a large dispersion in their 
Z/lz correlation. Moreover the application of the closed-box model formula gives values for 
the yield p quite variable (corresponding to this correlation) but generally much smaller than 
the predictions of nucleosynthesis with normal IMFs : p of the order of 0.003 instead of 0.01. 
There are several possible explanations, one being the existence of a large amount of dark 
matter  contributing to the mass. This should be a big effect amounting to a factor 50 in some 
cases. However this is sometimes excluded by the rather large values of Mg~s/Mtot observed 
in some cases. After all, the solution may have rather to be sought in accretion (Matteucci 
and Chiosi, 1983) or galactic winds : we shall see later a possible example of the role of winds. 

Let us discuss now a few more specific problems concerning individual elements. 
The helium problem. Standard stellar evolution theory with mass loss predicts a stellar 

production of helium about equal to the metal production : i.e. to the existing helium 
(mostly primordial) a mass A y  is added, approximately equal to the mass AZ of heavy 
elements (Maeder, 1981b). Observations of irregular or blue compact galaxies together with 
observations of more metal-rich HII regions should allow a test of this prediction, as the 
abundance of oxygen then Z can be determined accurately, and also that of helium ; however 
since the added helium is only a small part of the primordial helium, the latter observations 
have to be very accurate. Note that the problem is very important for cosmology, as an 
extrapolation of the Y/Z relation to Y = 0 would yield the mass fraction of helium created in 
the Big Bang. The difficulties of the measurements is such that the prefered values of Ay/AZ 
have evolved during the last decade between 3-4 and 0 ] The present prefered value is 3.2 4-0.5 
(1 ~r ; Peimbert, 1987). If real, the discrepancy with the models must be explained. This 
may involve more mixing (convective overshooting ?) in those intermediate mass stars that 
synthetize the bulk of the new He, hence an enhanced production of this element. Another 
solution is to admit that the most massive stars end as black holes instead of exploding, 
decreasing the production of oxygen without affecting much that of helium (see also at the 
end of this chapter another possibility). 

The Carbon abundance. Observations show that C/O is low at low abundances, increases 
and then saturates at high Z. This could not be explained in old models where carbon was 
mainly produced in massive stars like oxygen. But the cross section in the 1~C(a,7)160 
reaction that determines the ratio of C to O in those stars has been increased substantially 
and we now believe that most C is produced in intermediate-mass stars, thus appears later 
in the evolution. This is in better agreement with observations (Peimbert, 1987). 

The NRrogen abundance. Observations show that N/O is low, but rather constant at low 
abundances (see e.g. Campbell et al., 1986) while this ratio increases at higher abundances 
(see e.g. Pagel and Edmunds, 1981). The first observations suggest a primary element and the 
second a secondary element ! Actually it seems that N is both primary and secondary : high- 
mass stars appear to produce a small amount of primary nitrogen and low and intermediate- 
mass stars a larger amount of secondary one. Low-abundance galaxies usually have had 
a more or less constant SFR, and may even be rather young, thus N production should 
be dominated by high-mass stars because of their shorter lifetimes, while lower-mass stars 
dominate the production of N in more evolved galaxies. 

The O/Fe problem. It has been known from some time that [O/Fe] > 0 (oxygen less 
deficient than iron) in old galactic stars with very low metallicities (Spite and Spite, 1985). 
The acknowledged explanation is that a first stellar population consisting mainly of massive 
stars (the so-called Population III) has injected more oxygen t h a n  iron in the gas from 



179 

which the observed stars have formed. A recent observation of Fe abundance in relatively 
young stars of the Magellanic Clouds (Russell et al., 1988; Spite et al., 1988) indicates that 
[O/Fe] < -0.3 in the Clouds (the oxygen abundance is derived from observations of the HII 
regions). This discrepancy is unexpected and raises a big problem : given the relatively young 
stellar population in these galaxies one rather expects [O/Fe] > 0. A tentative explanation 
proposed by Russell et eft. (1988) is that a fraction of the oxygen-rich material expelled 
by type II supernovae actually leaves the galaxies instead of being mixed to the interstellar 
medium, through holes dug out in this medium by collective star explosions. This might also 
explain the small yield in heavy elements (essentially oxygen !) seen in irregular galaxies, 
and may be the high Ay/AZ ratio since helium, like Fe, is mainly produced by relatively 
low-mass stars. Clearly chemical evolution is a much involved topic... 
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1. I N T R O D U C T I O N  T H R O U G H  S O M E  P S Y C H O L O G Y  A N D  S O M E  HIS- 
TORY 

Astronomy as a science is thousands of years old, the study of the interstellar medium only 
a few centuries. The reason for this discrepancy is obvious: go outside on a clear night and 
look up. You see thousands of stars but no indication of interstellar matter, although . . . .  
Definitely here in the Alps you see the Milky Way, huge, splendid and magnificent. What 
is it? A large agglomerate of stars or diffusely lighted matter, illuminated interstellar fog? 
The answer to this question is by no means trivial; see further down. What concerns me 
here is that the question never was asked until around 1930 the existence of interstellar dust 
had been discovered. Why not? The thought could have occurred ~but did not- as soon as 
it had become clear what the stars were: distant suns. I think the reason is psychological 
and my argument stems from many years of experience in explaining interstellar matter to 
laymen: people refuse, at first, to believe that it exists, they donot want to accept that the 
sky is polluted by matter between the stars; the sky is a splendid experience- an escape 
from the deficiencies of our earth. Accepting the existence of interstellar matter demands 
to give up a well liked myth. As long as I keep my story limited to beautifully shining 
nebulae (observe the Orion Nebula through even an small telescope and you know what I 
talk about) the emotions and preconditioned opinions of my relations are not offended, but 
interstellar dust is too much! Recently I have horrified my friends with the information 
that very likely the interstellar gas contains large molecules, PAH's, that also occur in the 
exhaust of automobiles. They think I should leave astronomy. 

Problems with friends aside: What is the light of the Milky Way made of? The answer 
depends a bit on where you look and at what wavelength, but if you take a Palomar Sky 
plate then most of the flux in the plate, after subtraction of contributions by the earth 
atmosphere (night sky) and by dust in the solar system (zodiacal light), is in stellar point 
sources, although a significant fraction (up to 40%, Mattila and Scheffier, 1978) of diffuse 
emission may be found. In the infrared diffuse emission dominates over stellar fluxes, e.g. 
in 12# maps made by IRAS; it will also be much stronger in the ultraviolet, e.g. near the 
220nm resonance of interstellar dust- but that has to be confirmed by observations. 

The Milky Way is thus a doubtful sign of the presence of interstellar matter and for an 
observer without a telescope there is very little other evidence. The history of interstellar 
matter begins with the discovery of diffuse nebulae, soon after the demonstration by Galilei 
of the usefulness of the telescope for astronomical studies- 1610 is the oldest reference to 
the Orion nebula and the first, still remaining drawing has been published by Huygens 
in 1656 - see O. Gingerich (1982). The true nature of the diffuse nebulae (gas excited 
by blue stars) became certain only much, much later, when in 1864 spectroscopy by the 
British astronomer Huggins turned up several emission lines, most of unknown origin but 
a few definitely identified with hydrogen. The next discovery of fundamental significance 
concerned the rarified material in front of all distant stars. The material exists not only 
where we see it in emission, but also in most other directions where the material reveals its 
presence only through faint, small absorption lines in the spectra of background stars. The 
first to state this fact clearly was Hartmann in 1904, but it took until the mid twenties 
before his conclusion was generally accepted. Even more evasive was the presence of 
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interstellar dust. The existence of a some general interstellar absorption at all (visual) 
wavelengths was feared for a few tens of years around the turn of this century, but the 
phenomenon could not be proven. In the same period Barnard in the USA and Wolf in 
Germany argued from photographic studies that in some directions dense clouds absorb all 
background stars. This gave urgency to the question whether a more rarified form of this 
absorbing matter also occurs in the more general interstellar space? It were Trumpler's 
observations on distant galactic open clusters that gave the first, decisive demonstration of 
interstellar extinction in 1930. Soon it was realised that the large wavelength range over 
which extinction occurs implies the presence of solid state particles significantly smaller 
than the wavelength of observation. They occur everywhere, and there are enough to 
block our line of sight to the galactic center. Going back over history, it is clear that the 
presence of matter between the stars was not something dreamed of by astronomers and 
then happily discovered; the subject came into existence only because observers accepted 
facts unwillingly observed. 

Here I will not go deeper into the history of interstellar matter except for one historical 
event: the discovery of radio astronomy by Jansky and Reber in the thirties, followed by 
radio spectroscopy starting with the 21cm line first measured in 1951 after its prediction 
by van de Hulst in 1944. The success of radio astronomy was a factor of significance in 
the development of UV, X-ray and infrared astronomy, and without those the subject of 
today would lose a lot of its meaning. 

The subject of interstellar matter has expanded vastly over the last twenty years. It 
has become impossible for a teacher to cover all its subtopics to a desirable depth in an 
average course. In writing these lecture notes I have therefore adopted the philosophy that 
a distinction should be made between the subject of "interstellar matter in general" and 
specialized subjects, connected to, but recognizable as a separate unity: star formation, 
circumstellar shells, planetary nebulae and supernovae. These specialized subjects are 
almost completely left out. I have also limited myself to our Galaxy. Interstellar matter 
in other galaxies is a hot topic at this moment, of which the development is too rapid to 
review here. 

I finish this introduction by summarizing the basic observations of the interstellar 
medium: The interstellar matter may appear as extended emission- either as continuum 
emission (radio, X-ray) or in a line (Ha, 21cm HI). Molecular clouds appear, for example, 
in radio lines. The radiation may be polarized- magnetic fields are involved. In a spectral 
line the polarization may vary over the line profile- Zeeman splitting appears in that way. 
Alternatively interstellar matter appears through absorption- again via a continuum or via 
a line. Small, faint absorption lines in optical spectra of stars are the oldest example, but 
also the 21cm line of HI may be seen in absorption against a strong radio source. X-ray 
sources in the galactic plane suffer strong continuum absorption by interstellar hydrogen, 
helium, carbon etc. In fact, X-ray spectra can be used to measure very accurately the total 
amount of interstellar matter between the source and us. In all absorption studies there 
is always the question: is the effect that we see truly interstellar, or is it somehow related 
to peculiarities in the star or in the source? The time-proven argument for an interstellar 
origin is the demonstration that the effect occurs (statistically) in all stars and becomes 
stronger when the star is more distant or, rather, is more deeply embedded in the Galaxy. 
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In the following I first discuss (Section 2) the physics of the interstellar gas- those physical 
processes that one might invent, as it where, a priori. In Section 3 1 discuss the distribution 
of the interstellar matter in our Galaxy. In section 4 there is special attention for the diffuse, 
neutral component of the interstellar gas, and in Section 5 various theoretical explanations 
or interpretations of the interstellar medium are discussed. Finally in Section 6 I sum up 
some topics that had, unfortunately, to be left out of my lectures. 

This chapter is introductory only; it aims at giving several recent view points and 
results, and it tries to put those in some historical perspective. Yet the reader who really 
wants to study the subject in detail is referred to other, more extensive literature: 

First, the theory of the physics of the interstellar medium is very well dealt with in 
the classic book, that is close to being perfect, except that it is difficult to read: 

L.Spitzer, 1978, "Physical Processes in the Interstellar Medium", Wiley and Sons (New 
York). 

Much more accessible, but also more limited in scope is 

D.E. Osterbrock, 1974, "AstrophYsics of Gaseous nebulae", Freeman and Cy (San Fran- 
cisco). 

Osterbrock has some, and Spitzer has practically no observational information. Luckily 
that information is now around in three recent books each consisting of many chapters 
written by separate combinations of authors (almost all chapters are worth reading; most 
of them I find excellent): 

D.J. Hollenbach and H.A. Thronson, 1987, "Interstellar Processes", Reidel (Dordrecht); 

G.E. Morrill and M. Scholer, 1987, "Physical Processes in Interstellar Clouds", Reidel 
(Dordrecht); 

G. Verschuur and K.I. Kellermarm, 1988, "Galactic and Extragalactic Radio Astronomy", 
Springer Verlag (Heidelberg) 
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P H Y S I C S  OF T H E  I N T E R S T E L L A R  M E D I U M  

2.1. The  ingredients  

Interstellar space is pervaded by atoms and molecules and by small solid state particles, 
called interstellar dust. In addition there is electromagnetic radiation (direct and scattered 
star light), there are magnetic fields, and there are relativistic moving atomic nuclei, the 
cosmic rays. I will come back somewhat later to these additional forms of energy, and I 
concentrate first on the interstellar matter. In this subsection I consider its composition and 
some of the immediate implications thereof. In the next subsections it will be considered 
in how far the interstellar matter can be treated as a gas. 

2 .1 .1 .  A t o m s  

Most of the matter is in the form of atoms and molecules; the dust particles constitute 
roughly 1% of the mass and since each dust particle is made out of thousands of atoms, 
there are very few dust particles per free atom. Analysis of stellar spectra led already 
in the 1920's to the conclusion that in stars the most abundant element is hydrogen: by 
number 90% of all atoms. Helium provides about 9~0 of all atoms and the other elements 
together provide about 1%. Because stars, such as O and B stars were recently made 
out of interstellar material this matter must be of the same composition. Direct evidence 
confirming this conclusion comes from absorption lines of interstellar matter seen against 
bright stars: a large number of elements have been detected. The most important lines 
are the so called "resonance lines" -those where the transition starts in the atomic ground 
state. Most resonance lines lie in the far UV, below 300 nm, and it was the opening of 
this window to a spectrograph of high resolution in 1975 by the satellite Copernicus that 
gave an enormous impetus to the study of the elemental composition of the interstellar 
matter. Hydrogen is seen either through the Lyman lines, e.g. Ly a at 121.6 nm, or 
through electronic transitions of H2. The strength of the Ly~  line when compared to 
those of other elements is so overwhelming that this proves immediately that in interstellar 
space a lopsided elemental distribution exists similar to that in stars, but with some very 
interesting differences. 

Abundances for the interstellar medium have been reviewed by Cowie and Songaila 
(1986) -see their table 3 for a compilation. For every million interstellar Hydrogen atoms, 
they give 250 Carbon, 80 Nitrogen, and 500 Oxygen atoms, and within the errors this 
agrees with what is found in the Sun. These three elements are the most abundant (ex- 
cept for hydrogen and helium). Other elements, however, show interstellar abundances 
considerably lower than the solar values; this is expressed in a so called "depletion factor", 
which is the ratio between the interstellar and the solar (or "cosmic") abundance. For Mg 
the depletion factor is only 0.5, which value is quite well determined. For A1 the factor 
is between 0.07 and 0.01. For Na the factor is variable from direction to direction, with 
a maximum of 1.0 (no depletion) and a minimum of 0.03; something similar holds for K. 
Extreme is Ca, with depletion factors again varying from place to place, but between 0.04 
and 0.0001! Another well studied element with very small depletion factors is Ti: between 
0.4 and 0.001. How to interprete this depletion? The generaly accepted hypothesis is that 
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the atoms are locked up in interstellar grains, and thus taken out of the gas phase. When a 
star forms the dust particles are all destroyed and normal gas abundances are restored: in 
stellar atmospheres of newly born stars we see always the normal or "cosmic abundances" 
(unless the stars are very old, in which case the elemental composition reflects that of the 
interstellar gas of the past). Direct confirmation is not possible: there is at present no 
way to analyse the composition of the grains except qualitatively for the presence of C 
and Si. Indirect evidence supports the hypothesis: interstellar lines with high velocities 
have much larger depletion factors, i.e. more "normal" abundances. Since the gas seen 
there must have passed through a shock it is likely that a fraction of the grains has been 
destroyed and the elements returned to the gas phase. Similarly lines supposed on other 
grounds to correspond to a much warmer gas (the so called intercloud medium) yield higher 
abundances, suggesting that also there some of the grains have been destroyed. It is clear 
that interstellar depletion will be a powerful way to study what ingredients go into grains. 
Unfortunately the subject is difficult to study and the most important observations, high 
resolution spectroscopy in the (rocket) UV can not be done at present. 

The dominance of hydrogen allows us to characterize regions of the interstellar medium 
according to the condition of hydrogen: ionized, atomic, and molecular. The first two 
forms, ionized and atomic hydrogen are mutually exclusive- where the one occurs the 
other does not; the reason lies in the source of the ionization (energetic photons) as will be 
explained in section 2.3. We thus distinguish between so called "HI" and "HII" regions, 
meaning that hydrogen is either completely neutral (HI) or completely ionized (HII). A 
large fraction of interstellar space (>80 % ?) is filled with low density atomic and ionized 
hydrogen (see sections 3.3 and 4). A somewhat different, and more complex situation 
occurs with respect to molecular hydrogen (H2). It occurs predominantly in "molecular 
clouds", that fill only a relatively small fraction of interstellar space. Inside the clouds 
molecular H2 seems to occur in pockets of high density that are embedded in a sea of less 
dense atomic hydrogen. Associated with molecular clouds are dense HII regions bordering 
on or even inside molecular clouds; in fact the dense HII regions are parts of molecular 
clouds, ionized by the hot stars that recently formed there. The Orion Nebula is a prime 
example; emission nebulae well known from the early (e.g. the NGC) surveys are likewise 
associated with molecular clouds. 

Here I inject a brief comment on the measurement of interstellar hydrogen. Atomic 
hydrogen is detected directly through the 21cm line; this allows us to study hydrogen in 
its most common state. Molecular hydrogen can be observed directly, but only rarely 
in its most common state, the ground vibrational and ground rotational state. As a 
consequence ground state molecular hydrogen is observed via an easily detected tracer 
molecule: CO. Ground state rotational transitions of H2 are strongly forbidden because 
the homonuclear molecule has a very high degree of symmetry and thus no permanent 
electrical dipole, unlike so many other molecules consisting of two different atoms (CO!). 
For the same reason other homonuclear molecules cannot be detected in emission : N2, 
02 and C2. Some molecular hydrogen is observed in absorption against background stars. 
Because this involves electronic transitions the lines are in the far UV and one needs 
bright hot stars as background objects: hence our information is restricted to nearby 
lines of sights through relatively transparent regions of space! Molecular hydrogen is also 
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detected through vibrationally excited lines in the near infrared; these lines need fairly high 
excitation energies and hence come from rather excited regions. Ionized hydrogen has no 
spectral lines, only continuum radiation, but luckily the gas can be seen in recombination 
lines, lines of highly excited atomic hydrogen. Such excited hydrogen occurs only in regions 
where hydrogen is predominantly ionized, and thus are these lines of neutral hydrogen 
excellent tracers of ionized hydrogen! Examples are the Balmer lines at visual wavelengths, 
Bracket and Pfund lines in the near infrared and the lines due to transitions between very 
highly excited states: the radio recombination lines (H109a). 

2.1.2. D u s t  par t ic les  

The sizes and the composition of the interstellar dust particles remain uncertain since little 
direct information is available. The piece of information that is the oldest and probably 
still the most convincing about the nature of the "absorbing" material is the so called 
"extinction curve": see figure 2.1. 
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Figure 2.1. The extinction curve: the function that describes how 
extinction varies with wavelength. Vertically is given the number of 
magnitudes that a star looks dimmer because of interstellar extinction, 
Ax ; it has been normalized to a standard amount of material by dividing 
it by Av-AB. The horizontal axis is measured in inverse micron. The 
curve presented here is based on observations (Nandy et al., 1975). 

It shows that the "absorbing" material is effective over a large wavelength range, and 
that the "absorbing" properties vary smoothly. It was realised soon after the discovery of 
interstellar "absorption" that a small population of solid state particles with a distribution 
of sizes, but all smaller than the wavelength of light, gives the desired effect. The particles 
"block" the light by scattering it in other directions or by absorption; when the particles 
are spherical the effect can be described exactly by classical electromagnetics (Mie theory); 
when the particles are non-spherical but still small compared to the wavelength, approxi- 
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mate theories are available- see van de Hulst (1981) or Spitzer (1978). Theory shows that 
at visual wavelengths most of the electromagnetic radiation is removed by scattering, and 
that only a small fraction of the radiation is absorbed, that is: only a small fraction of 
the visual photons are added to the internal energy of the particle; in the ultraviolet ab- 
sorption is much more important. The dimming of distant stars, and their reddening, by 
interstellar dust grains is thus only partially an absorption effect. From now on the term 
"interstellar extinction" will be used to describe the weakening of stellar light by inter- 
stellar particles; extinction is the sum of scattering and absorption. Interstellar extinction 
of the stellar light also leads to a small amount of polarization. The explanation of this 
effect requires (1) that the particles are non-spherical, so that they scatter differently in 
different directions, and (2) that a magnetic field exists to align the particles (see also in 
section 2.1.3). 

The major questions concerning the dust particles are: what are they made of, how 
many are there and what are their shapes and sizes? These questions prove difficult 
to answer from the information available: without genuine samples in the laboratory the 
objects remain somewhat elusive. Until recently the best (understood) information was the 
curve of fig. 2.1 -a worthwhile analysis of this curve is that by Matthis et al. (1977), which 
led to the now well known MNR model. Taking particles of definite shapes (spheres and 
cylinders) of well defined materials (graphite and various silicates and magnetites) they 
calculate the extinction per particle of a given size and then reconstruct the extinction 
curve by adding samples of different particles. They find that they always need at least 
two types of particles -and always carbon in combination with one other material; carbon 
in particular is held responsible for the "hump" in the extinction curve at 220 nm. The size 
distribution is given by a power law and cut-offs at small and at large sizes. The cut-offs at 
both ends are poorly constrained by the analysis of MNR -one could add smaller particles 
and larger particles without changing the extinction curve of figure 2.1 very much. 

New developments since the MNR paper concern the existence of very small particles 
- diameter below 5 nm. How these affect the MNR results is well described in a paper by 
Draine and Anderson (1985). There are two new pieces of evidence -not listed in chrono- 
logical order. First is the discovery of significant dust emission at rather short infrared 
wavelengths -especially between 10 and 30 #m, where IRAS gave ubiquitous information. 
Dust particles that radiate effectively at these wavelengths must be at a temperature of 
100 k or more. This is much more than the equilibrium temperature of grains heated by 
the interstellar radiation field. Here an old idea by Greenberg (1968) becomes interesting: 
very small particles (smaller than ~ 10 nm) have so little heat capacity that the absorption 
of a single UV photon will increase their temperature momentarily to rather high values. 
They will distribute the energy over internal degrees of freedom and radiate it then away in 
smaller energy packages. In a short time they will cool. Although individual particles thus 
lack an equilibrium temperature, a large collection of particles will have an equilibrium 
distribution of temperatures, and a small fraction will always be warm. The hypothesis 
is thus that the dust emission below ~ 30 #m is due to this warm fraction of the smallest 
particles. 

The second new piece of evidence concerns the detection of interstellar and circum- 
stellar emission bands in the range from 2 to 20 #m. Their broadness suggest an origin in 
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small solid state particles, or in very large molecules. Leger and Puget (1986) and Alla- 
mandola et al. (1986) have suggested that large molecules of hydrogenated cyclic carbon 
molecules (Polycyclic Aromatic Hydrocarbons, or PAH's) are responsible. Allamandola 
et al. have remarked the similarity between these particles and those in the exhaust of 
automibiles ("autoexhaust along the Milky Way" is the title of their paper). Although 
this hypothesis is attractive, it is not yet proven beyond doubts. One expects that ISO, 
the next European infrared satellite, will be of great help in studying the possible presence 
of PAH in interstellar space. 

In their analysis Mathis et al. made rather definite choices of the materials from 
which the grains are made. Is there direct support for these choices? Yes, there is some 
direct evidence. Against some infrared sources a strong absorption band is seen centered 
at 9.7~m; it is assigned to absorption by silicates in an amorphous solid state. There is 
also an absorption line at 3.0 #m due to H2 O-ice: it is seen in a few very thick and cool 
clouds. Yet the conclusion that interstellar particles consist of silicates and of ice is not the 
one generally accepted. There is more, although less direct information: large numbers of 
very cool giant stars of high luminosity are found that are surrounded by ejected gases in 
which dust particles have formed. Such stars are very likely the source of the interstellar 
dust particles. Most such stars have the silicate 9.7#m band in their infrared spectrum 
in emission; however a small, but significant fraction of the stars do not show the silicate 
band, but have instead an emission band at l l .3~m attributed to SiC. It is assumed that 
the dust particles in those cases are rich in carbon; graphite particles are a possibility but 
the carbon might also be amorphous. Therefore it appears likely that there are two kinds 
of grains: "graphite" and "silicate" and that they are produced in dying red giant stars. 
In very dense clouds other atoms will collide with the particles and stick on to them, 
thus forming a coating. This might then explain the ice band at 3.1#m. The coating 
may become photolysed by ultraviolet photons from distant stars when the grain wanders 
outside of the cloud (inside the cloud it is protected against this radiation). The question 
of coating leads to a messy situation, and to many interesting questions. Convincing and 
decisive answers have not yet been given (see Tielens and Allamandola, 1987). 

2.1.3. O the r  forms of  in ters te l la r  energy 

In interstellar space there are other forms of energy in addition to the matter just described: 
magnetic fields, photon fields and cosmic ray particles. In section 3.5 the little that is known 
about their galactic distribution is presented. Here I mention only some local observations. 
I start with magnetic fields. The most direct evidence for the existence of a magnetic field 
is the Zeeman splitting observed in interstellar emission lines of HI at 21cm, and in lines 
of OH. The effect is difficult to measure because the Zeeman splitting is smaller than that 
due to turbulent velocities, and -when it is seen- is probably uncharacteristically strong. 
Other pieces of evidence for the existence of magnetic fields are: (i) The direction of linear 
polarization of the radio emission from a distant object, e.g. a radiogalaxy, varies with 
the wavelength as ~2. The explanation is that the electromagnetic waves travel through 
an electron gas that contains a weak magnetic field. Consider first what happens when 
the magnetic field is zero. The electric field of the e.m. waves forces the electrons to 
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oscillate with the wave. Because the plasma provides a natural oscillation frequency for 
the electron, called the electron frequency we, and because the frequency of the e.m. wave 
is different (higher), the motion of the wave through the plasma is retarded and the result 
can be described by assigning a refractive index to the plasma. Because e.m. waves 
of different frequency are affected differently, we see the diffraction e.g. in the different 
arrival times of the same pulse from a pulsar when we observe it at different frequencies. 
(From the relative delay between the pulse arrival time at two different frequencies one 
can derive the total number of electrons along the line of sight; this is usually called the 
Dispersion Measure DM = f ne d/.) This diffraction effect becomes more complex when 
a magnetic field is present, because the electron oscillations are then subjected also to 
a Lorentz force. The net result is that two waves of the same frequency, but of opposite 
circular rotation, will experience a small difference in refractive index. If one now considers 
two circularly polarized waves, of opposite rotation, moving through this medium, then 
one wave will experience a lower than average refractive index, the other a higher value, 
and at the end of their path through the medium the first wave will be ahead of the other. 
A linear polarized wave travelling through the gas can be thought of as consisting of two 
opposite circular waves with exactly the same phase, and when the linear wave leaves the 
gas, one of the circular components has been retarded with respect to the other, and the 
direction of the linear polarization vector has rotated. This rotation is called the Faraday 
effect. The angle of rotation is proportional to A 2 RM where the Rotation Measure is 
given by RM = f ne B// d/; here n~ is the electron density and B// the component of the 
magnetic field, parallel to the line of sight. For a thorough explanation of the concepts of 
"DM" and "RM" see the book by Rybicki and Lightman (1979), their chapter 8. 

Faraday rotation is a well observed phenomenon. Its diagnostic value for the inter- 
stellar magnetic field is of great importance, but only for lack of better diagnostics: the 
measurement gives RM, which is just the sum over a very long pathlength. B/ /may  have 
positive and negative values along the line of sight ("field reversals"), often n~ is unknown, 
and part of the effect may not occur in the interstellar medium but inside the source. 
For these reasons the most useful observations are those of the Faraday rotation seen in 
pulsars. First, pulsars seem not to have internal Faraday rotation and second, for pulsars 
one can also measure DM , which is the integral of the electron density. When both RM 
and DM are known, there is more confidence in the average value of B//. Unfortunately 
the pulsar measurements are very difficult and therefore only a few R M  and DM values 
have already been measured. 

(ii) Radio radiation at long wavelengths from inside the Galaxy is produced by cos- 
mic ray electrons that are accelerated in the magnetic field of the Galaxy -for a detailed 
description of this synchrotron emission the reader is referred again to Rybicki and Light- 
man (1979), chapter 6. The emissivity of a certain volume depends on the strength of the 
magnetic field, and on the energy density of the relativistic electrons. The intensity of 
the radiation in a given direction (and this is the quantity that one measures) is again an 
integral along the line of sight, but instead of B// it involves B_L, the component of the 
magnetic field perpendicular to the line of sight. Because one has hardly any information 
on the cosmic ray electron density, it is impossible to estimate the value of B± from the 
observed intensity -but one may obtain useful information on the direction of B±. 
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(iii) The earliest demonstration of the existence of the interstellar magnetic field comes 
from the linear polarization of the light of distant stars. The effect is always small: at most 
a few percent; this indicates already that it is difficult to measure, and that measurements 
are limited to relatively bright stars. Discovered unintentionally in 1949 by Hall and 
by Hiltner it took some time before the explanation was generally accepted: interstellar 
grains are non-spherical and tend to be lined up by the magnetic field -each particle 
scatters differently in different directions, and because the particles are systematically 
aligned, a large collection of particles will have a collective effect. As it turns out the 
interstellar extinction is smaller when the E vector is parallel to the smaller axis of the 
grain. This smaller axis tends to line up with the magnetic field -and thus the polarization 
(the difference between the two extinctions) is proportional to B±. Optical polarization 
measurements indicate clearly the direction of B±, but they are little informative about the 
strength of B±. An average value can sometimes be estimated from considerations on how 
the alignment is maintained. The direction of B± derived from many observations indicate 
that in the Solar neighbourhood the magnetic field contains a systematic component in 
the galactic plane, that is directed roughly into the local spiral arm, l ~ 90 ° . 

Heiles (1987) reviewing all evidence concludes that there is a random component of 
the magnetic field in addition to the systematic component and that on average the two 
may well be equal. A representative range of possible magnetic field strengths is 1.5 to 
3/~G. 

A second form of interstellar energy, is the "radiation field", the intensity of the 
electromagnetic radiation; it is a quantity of great interest, because of its influence on 
various molecular and atomic processes. Direct measurements are only possible in the 
solar neighbourhood. The radiation density has been measured directly by space crafts in 
orbit and it is also calculated from the known distribution of stars. The topic has been 
treated by a large number of authors; my favourite paper remains that by Mathis et al. 
(1983). A characteristic of the energy density is that it deviates strongly from that of a 
black body, because it is the sum of the radiation from many different stars- from a few 
very luminous, hot ones and from many cool, but not so luminous stars, plus (1) the 2.7k 
background, and (2) the soft X-ray background derived from extragalactic sources. 

Figure 2.2 derived from Black (1987) gives an overview. The flux integrated over all 
wavelengths is 0.08 erg cm-~, and this corresponds to an energy density of 0.83eV cm-3. 
The reader may answer for herself the following question: what is the temperature of a 
black body field with the same energy density? And for that temperature what would he 
the black body energy density at A = 100, 500 and 1000 nm? This should give you some 
feeling how large the local radiation field deviates from a blackbody. Finally, it is of some 
importance to realize that large fluctuations in the energy density may be present. The 
local value may differ from the value at some other point; for example strong variations 
occur inside dark clouds, where the field will be much weaker, and near an OB association, 
where the field will be much stronger -see section 3.5. 

I come now to the third remaining form of energy: the cosmic-ray particles. The 
peculiar name reminds one of the original discovery: photographic emulsions never exposed 
to light were nevertheless found to be slightly developed. "Natural rays" like "7-rays were 
suspected, but in the 1920's experiments in balloons by V. Hess showed conclusively that 
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Figure 2.2. The interstellar radiation field. At a point in interstellar 
space within the solar neighbourhood (but far enough away that the Sun 
is an unimportant contributor) the radiation flux f~, averaged over all 
directions, is given here as a function of frequency (in fact vfv is shown 
in the figure). The figure is due to Black (1987). 

the "rays" were "cosmic". It are atomic nuclei and electrons of very high energies -from 
a few MeV up to more than 102°eV! Most of the energy (about 1 eV/cm 3) is contained 
in protons with energies between 1 and 10 GeV. The atomic composition of the rays is 
remarkably similar to that of the Sun, if one normalizes at the carbon abundance. The 
conclusion is that cosmic rays are probably injected into the interstellar medium from 
the atmospheres of stars with relatively normal abundances -see Bloemen (1987) for more 
details. 

Cosmic rays are part of the interstellar medium and should be studied as such and not 
only for their own sake. Here I will restrict myself to their various effects on cosmic rays 
on the other ingredients: being electrically charged particles they influence and they are 
influenced by magnetic fields. Thus they exert some pressure on the magnetic field; this 
"cosmic ray pressure" equals 1/3 of the energy density. Cosmic ray pressure may "blow up" 
certain magnetic configurations. Secondly the lower energy protons from the cosmic rays 
(E<100MeV) will ionize the interstellar gas. The effect is very small compared to ionization 
by stellar photons, but deep inside molecular clouds where photons cannot penetrate, 
the cosmic ray ionization still occurs and provides just those few ions necessary to start 
some important chains of molecular reactions. Thirdly, as noticed before the electrons 
from the cosmic rays emit synchrotron radiation when they interact with magnetic fields. 
The interpretation of the galactic synchrotron radiation is difficult, however, because its 
intensity depends on both that of the magnetic field and on the density of the cosmic ray 
electrons. Without further information on both ingredients, one cannot find the energy 
density of either. Luckily, in recent years, a new analysis tool has come available to help out 
on this point: q-radiation. This radiation is produced primarily in the interstellar medium, 
in collisions between cosmic rays protons and low-energy atoms of the interstellar gas 
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(mainly H atoms). Because the density of the interstellar gas is reasonably well known (via 
21cm H ° and mm CO observations) one thus obtains some information on the distribution 
of the cosmic-ray protons throughout the Galaxy -see further in section 3.5. 

2.2. The  s ta t i s t i ca l  p roper t i es  of  a t o m s  a n d  molecules 

Given that there are atoms, molecules and small particles- what are the statistical laws 
that rule their velocity distributions, their fractional ionisations, their recombination and 
dissociation rates? We are acquainted with four statistical distribution laws, that are valid 
at least under laboratory conditions. One often assumes their validity in stellar interiors. 
These "Big Four" are: 

1. The Maxwell-Boltzmann distribution of random velocities. 

2. The Planck law for the isotropic distribution of photon energies. 

3. The Boltzmann distribution over excited energy states. 

4. The Saha equation for the distribution over various states of ionization. 

In astronomy one likes to use the adjective "thermal" to indicate that these four statistical 
laws apply: one speaks of thermal conditions, a thermal gas and of thermalisation. Well, 
interstellar space is not "thermal": In interstellar space only distribution law ~1 is almost 
always valid: The velocities of individual atoms and electrons are distributed according 
to Maxwell-Boltzmann. This implies that the concept of a "kinetic temperature" almost 
always makes sense; it is the value of the parameter used to describe the Maxwell distri- 
bution, just like in ordinary gas kinetics. The reason that Maxwell's law is valid is that 
dynamic relaxation occurs on a short time scale: the collision frequency between the atoms 
(molecules, ions, electrons etc.) is sufficiently high that a non-equilibrium distribution of 
the atomic kinetic energies is washed out quickly before other processes might perturb it. 
As a simple argument use the following: take the Bohr radius (0.1 nm) to calculate the 
collisional cross section of an atom and give the atom a random velocity of 1 kms- 1 ; with 
a density of 1 cm-3 the collision frequency is 1 per 1000 yr which is very short compared 
to most interstellar processes. Only inside shock waves (see section 2.5) the events are 
happening so fast that on occasion one has to take into account non-equilibrium velocity 
distributions. 

That the distribution of photon energies is not according to Planck's law, has been 
discussed already in Section 2.1.3. The fact has far reaching effects and is probably the main 
cause why interstellar material is so distinctly "non-thermal". The photon distribution in 
interstellar space consists of two components: one are the photons of the 2.7K background 
radiation, remnants of the big bang; this component is to a high degree Planckian but 
it dominates only in the submm-wavelength range. Second is the contribution of the 
light from all the stars seen from that point in interstellar space: it is the sum of a 
large number of black-body distributions of different temperatures and at very different 
distances. This sum is Very much non-Planckian. At visual and at UV wavelenghts this 
second component dominates the photon distribution, and thus processes induced by these 
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photons are "non-thermal". On the other hand, processes induced by collisions with other 
particles are usually "thermal". Since the population of excited states is the result of non- 
thermal photon and thermal, collision induced processes, these populations have rarely 
their thermal values. This explains why the distribution of the excited states is not given 
by the Boltzmann distribution, nor the distribution over ionisation states by the Saha 
equation. In fact, because of the low temperatures mid the rarity of collisional and radiative 
excitation events, atoms (ions) are often in the ground state of the ion. Excited levels can 
be populated only when they are very close to the ground state and this population is only 
significant when the life time of that level against spontaneous decay is sufficiently large, 
that is when 1 /A  is large, where A is the Einstein coefficient for spontaneous transition. 
A similar argument can be used for an estimate of the state of ionization- see section 2.3; 
but there the important point is that recombination is always very improbable compared 
to other transitional possibilities. It is interesting to notice that spontaneous emission 
introduces an absolute time scale (l/A) against which one can measure the rapidity of 
other atomic processes. 

As a consequence of all this, the term "temperature" has only a very limited meaning 
in interstellar space; usually one means the "kinetic temperature", as defined above. There 
is at least one other temperature that has a good physical meaning: the temperature of a 
dust particle, here often symbolized as Td. The particles absorb interstellar photons, and 
add the energy to their internal energy; ultimately the energy is emitted again, but this 
happens only after the absorbed energy has been distributed over a large number of internal 
degrees of freedom (lattice vibrations). Thus the emission process can be described as a 
thermal proces at a definite temperature, which then is called the dust temperature. It is 
quite normal that this dust temperature differs significantly from the kinetic temperature 
of the surrounding gas atoms. This has sometimes interesting consequences- see section 
2.4. 

Sometimes a formal "temperature" is introduced to describe the outcome of a non- 
thermal process- for example to describe the population ratio between two atomic states: 
if the populations of the levels are n~ and n~. respectively, one defines an excitation tem- 
perature via kTe,,~i = ln(nlg2/n2g,) ,  just as in Boltzmann's distribution function. Of 
course this temperature has no physical meaning and the concept is only useful when it 
can be compared to a really physical temperature, for example when in some limit Tex 
will approach Tg. The new comer in Astrophysics Wonder Land is to be warned that the 
word "Temperature" is often used in a non-physical sense, and like for all other slang, its 
unbridled usage may lead to sloppy thinking. 

Because the excitation and ionisation conditions are not given by some temperature, 
how do we find them? The answer is in the hypothesis of statistical equilibrium: write 
down the rate equations for the population of e.g. all excitation levels 

dnl 
dt = (A21 + I~B2, + C2~)n2 - (I~B~2 + C~2)nl 

and then assume that all time derivatives are zero; one is then left with a set of equations 
that together describe the population levels n~ (i = 1...). The equations are not linear, 
because the collisional rate coefficients C~j depend on the particle density. The absorption 
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and stimulated emission coefficients depend on the radiation field at the position under 
consideration. Solving the set of equations one obtains the population distribution n~ at 
this given position. 

Let me give you here two examples of results obtained by solving such rate equations: 
C + (158/zm) and H ° (21cm).The ground state of hydrogen is split into two "hyperfine" 
levels, separated by 1420 MHz (X = 21cm; E = 6 x 10-6eV). The spontaneous transition 
probability is very small: A = 2.85 x 10 -15 s -1 (the life time for spontaneous decay is 
thus 12 Myr). The cross section for inelastic collisions with other hydrogen atoms is rather 
large (,,- 8 Bohr areas at Tk "~ 100 k; Allison and Dalgarno, 1969), and thus the atoms 
are excited and deexcited by collisions. Deexeitation by emission of a 21cm line photon is 
exceptional! As a consequence, the distribution N1, N2 of the atoms over the two energy 
states is thermal: N2 = (g~/g,) N1 exp (-hv/kTk), where g2 and g~ are statistical weights, 
and where Tk is the kinetic temperature of the hydrogen atoms. 

Next C+: Its ground state is split into two fine structure levels separated by 1.90 
THz ()~ = 157.7/zm; E = 0.008 eV). The spontaneous transition probability is much larger: 
A -- 2.3 × 10-6 s-1.  Excitation and deexcitation by collisions are rapid processes (Hayes 
and Nussbaumer, 1984), but  deexcitation by spontaneous emission is still faster than  that  
by collisions (as long as the density of the colliding agent free electrons, is smaller than 
about 1 cm- 3 ; this is often the case in interstellar regions with neutral hydrogen). Because 
excitation occurs at a thermal rate, but deeexcitation does not, the equilibrium result 
cannot be described as thermal -and there is thus no physically realistic temperature that  
describes the excitation! 

I like to warn the reader: thermal conditions make calculations often rather easy; 
yet never take for granted that  interstellar conditions are thermal. Always check whether 
this is true by solving the statistical equilibrium equations - often a tedious, sometimes a 
difficult, and always a necessary task. 

2.3. I o n i z a t i o n  a n d  r e c o m b i n a t i o n  

Ionization and recombination are only introduced here. For a fuller explanation the reader 
is referred to Spitzer's (1978) textbook or to the small, but  very well written book on 
ionized nebulae by Osterbrock (1973). 

I will start ,  somewhat unconventionally, with the process of recombination. When an 
ion and an electron collide, at least three processes may follow: (i) there may be an "elastic" 
collision, in which there is no loss of kinetic energy (actually, a collision is never completely 
elastic because the pair forms an electric dipole and always some energy is radiated away 
as bremsstrahlung or free-free emission but the amount of energy lost is very small); (ii) 
the ion may become excited and produce some line photons, and (iii) there may be capture 
of the electron, sometimes in the lowest orbit of the atom or ion, but  often in an excited 
orbit. This third incident is then followed by radiative transitions through a kind of cascade 
downwards into lower states, a process of capture called "radiative recombination"; of the 
three processes it has often the lowest probability. Recombination has been well analyzed 
and calculated very accurately for hydrogen and helium; the recombination rates of other 
ions can often easily be derived from those for hydrogen (see Osterbrock's book). The 
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recombination probabili ty is usually expressed in a coefficient a ,  such tha t  ane r~ is the 
number of recombinations per cm-3 per sec when ne and n~ are the density of electrons 
and ions, respectively a has dimensions cm 3 s- 1 and is a function of tempera ture  because 
the velocity of the colliding electron determines (partially) the probabili ty of capture. 
Recombination is a process with a low probability; the cross section for capture of an 
electron by a proton is of the order of 10-2°cm2 -much smaller than  the cross section for 
other electron- hydrogen collisions. 

Often one finds reference to "Menzel's case B" or to "Case B" in short -sometimes 
"Case A" is mentioned. The following is implied: The total recombination coefficient is 
the sum over all levels of separate probabilities of recombination into each level. This sum 
is called "Case A". Under interstellar conditions, the (very few) neutral  hydrogen atoms 
in the ionized gas are all in their ground state. Consequently, when an ion captures an 
electron and jumps directly into the ground state, a photon is produced that  can ionize any 
neighbouring neutral  atom. That  process is very likely and therefore this specific capture is 
followed immediately by photoionization of another atom, so that  recombination directly 
into the ground state does not contribute to the total rate. Therefore when in an HII 
region one sums to obtain the full recombination coefficient it is best to ignore capture 
directly to the ground state. The sum without groundstate capture is called "Case B ' .  

In addition to radiative recombination there is another  recombination process that  
involves not only one free electron but  also one of the bound electrons of the ion; this 
process is of importance at high temperatures and is called dielectric recombination; see 
Jacobs (1985) and references therein. 

Ionization occurs by photons,  by free electrons and by cosmic rays. Ionization requires 
much energy- hydrogen for example requires 13.6 eV which is equivalent to the average 
kinetic energy of atoms in a gas of 160,000k; the ionization of 0 4+ requires ten times as 
much energy- nevertheless 0 5+ exists in the interstellar medium. Photoionization leads 
usually only to relatively low states of ionization: ionization potentials below, say, 50 eV, 
are typical for O stars: sources of still harder  photons are very rare or not powerful, or 
both. Higher stages of ionization are found in the interstellar medium (the 0 5+ ions testify 
to this); they are produced by collisions with free electrons in gas of typical 106k. 

Photoionization of hydrogen by typically O and (early) B star shows a remarkable 
proper ty  first proven by Stromgren in 1939: if one moves away from an ionizing star the 
degree of ionization is at first very high, almost, but  not quite completely, 100%. At some 
distance, r , ,  f rom the star the ionization drops down to 0% over a very short distance: 
there is a sharp boundary  between ionized (HII) and non-ionized (HI) gas. In the ideal 
case of pure hydrogen, distributed uniformily, the distance r, is determined by the total 
number of ionizing photons emit ted by the star N(Lyc)  and the density of the gas, n, and 
may be written, approximately, as 

4 3 2 
N ( L y c )  = -~rro o~n 

where a is the recombination coefficient for case B. (Because a depends weakely on the 
kinetic temperature ,  Tk, of the gas, r, depends also weakly on Tk -it is usually sufficiently 
accurate to take Tk = 104, a good average value). If one knows the detailed spectral class 
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of the star and thus its t empera ture  and its luminosity, one knows N(Lyc) ,  and it is easy 
to calculate r, for a given value of n. If n = 1 cm-  3 is taken, the ensuing radius r, is called 
the StrSmgren radius,s. In the following table three examples are given. 

Table 

Spectral Type  log N (Lye) r . (n--1)  

0 5  V 49.7 108 pc 
0 9  V 48.2 44 pc 
B0.5 V 46.8 12 pc 

Stars of later spectral  type have very small StrSmgren radii and are not able to ionize a 
significant amount  of interstellar medium. 

The essence of StrSmgren's proof is easy to understand,  and is impor tant  to know: 
Consider an ionizing star in hydrogen gas of a uniform density n = 1 cm-3 .  The photoion- 
ization cross section, a,  of a neutral  hydrogen a tom reaches its maximum at the threshold, 
)~ = 91.2nm: a -- 6.3 × 10-18cm 2, and decreases like u -3 for higher frequencies. Near 
the star the hydrogen will be almost completely ionized: if the degree of ionization is x 
then e -- 1 - x is a very small number (e.g., N 10-5). The mean free pa th  of a photon 
at 91.2nm is then 1/(ane) = 0.04e -1 : it is large (i.e. > lpc) as long as e < 0.04. At 
some distance away from the star the ionizing flux decreases, and hence e will increase; as 
soon as e exceeds this critical value of say 0.04 the ionizing photons cannot  penetra te  much 
further ,  and suddenly over a very short distance, typically of the order of 1/(an) ..~ 0.04 
pc, there is a transit ion from e << 1 to e ~ 1 (from x ~ 1 to x << 1). Stromgren proved the 
theorem using the equation of radiative transfer read section 2.3 in Osterbrock to see the 
proof).  The  crux is in the small free path  of ionizing photons in neutral  hydrogen. The 
argument would not hold if the density is ra ther  low (see section 3.3.2.) or if the ionization 
were done by much harder  photons, say 10 times more energetic. In the latter case u is 10 
times higher, and the photoionization cross section and the mean free pa th  are each 1000 
times larger: such photons penet ra te  neutral  gas more easily, and the transit ion layer is 
very thick. However, the hottest  main sequence star is cooler than 50,000k, and not able 
to produce many hard photons.  There are a few stars hot enough to provide very hard 
photons,  e.g., the nuclei of some planetary nebulae and some other white dwarfs, but  they 
are not luminous enough to be of importance. Therefore the distinction between HII and 
HI regions remains of fundamental  importance. (However, see the reference to the work 
by Mathis in section 3). 

Ionization requires high energies and thus, when it is done by collisions with thermal  
particles, the gas has to have a high temperature ,  say well over 20,000k. Degrees of 
ionization have been found that  are higher than what  stellar photons will give -the solar 
system is inside such a hot bubble (see section 3.5) and collisional ionization in a 106 k gas 
appears the most likely explanation. When collisions are the cause of ionization the degree 
of ionization is in first order independent of the density of the gas and only a function of 
temperature .  The reason is tha t  the ionizat ion/recombination equilibrium can be writ ten 

a s  
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.(x+) _ ~(T~) 
n,~ .  n(X°)  • C(Tk) = n~.n(X+) • a(Tk) or . ( x  o) - OCT.~) 

Here ne is the electron density, n ( X  °) and n ( X  + ) are the densities of the ions X ° and X + , 
and a and C are the recombination and ionization rate coefficients. Both rate coefficients 
depend on given atomic parameters  and on the kinetic tempera ture  of the gas. It thus 
follows that  the ionization ratio is independent of the density. In second order small 
deviations occur. 

The last ionization process of some significance is ionization by cosmic rays. Cosmic 
rays of low energy (below, say, 10 MeV) have a significant cross section for collision with 
gas atoms. In the collision a secondary electron of high energy is produced that  can interact 
again with the gas. A full description is therefore necessarily complicated. Usually the 
ionization process is sufficiently well described as an ionization rate that  is proportional to 
the density of atomic (neutral) hydrogen, nH, multiplied by a proport ionali ty constant s', 
dimension s-  1. Cosmic ray ionization is too infrequent to be effective as a source of energy 
into the gas; however, they are very important  in molecular clouds, because they ionize 
(a few) atoms deep in the interior of the cloud where critical molecular reactions can now 
start  that  require charged particles. 

2.4. H e a t i n g  a n d  C o o l i n g  

In section 2.2 it has been argued that  the interstellar gas has a well defined kinetic temper-  
ature. How high is it and what determines its value? Well, the value of the tempera ture  
is the outcome of a balance between heating and cooling. 

Consider first the heating. There is heating macroscopically and microscopically. Under 
the first te rm one reckons adiabatic heating by compression (which may happen following 
the passage of a shock wave), dissipation of magnetic energy by damping of Alfven waves, 
and dissipation of turbulence (the last concept is particularly vague- see section 2.6). The 
magnitude of these heating processes depends on the actual geometric and kinematic con- 
ditions and I will not discuss them here further,  but  I stress their occasional importance. 
Consider next the microscopic heating, which is important  under most interstellar con- 
ditions. In the first example stellar background light is converted into (thermal) kinetic 
energy of electrons via photoionization: when an a tom or ion absorbs a photon with more 
energy than the ionization potential,  Ipo~, the difference A E  = hu - Ipo, is given to the 
(now free) electron. The difference is easily 1 eV or more and that  exceeds the average 
kinetic energy of the thermalized electrons. Calculations show that  the excess energy of the 
free electron is distributed among all thermal electrons by elastic collisions. Thus stellar 
radiation energy is converted into thermal  kinetic energy of the gas atoms. Stationarity 
requires tha t  later on the just  ionized atom will recombine and radiate away the excess 
energy; thus in a full cycle some energy is lost again by radiation. Fortunately recombi- 
nation will take place with an electron from the thermal  pool, and the emit ted photon 
will thus have an energy equal to kTk, where Tk is the gas kinetic temperature.  Therefore 
the net gain in this ionization-recombination cycle is A E  - kTk. In this example it is not 
essential that  the ionized particle is an atom, ion or molecule: the photon may also ionize 
a dust particle. Dust particles are rare, but  they have the advantage that  their ionization 
potential  is quite small. Especially the smallest grains, large in number, may well the most 
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important heaters of the cold gas (de Jong, 1980; Puget et al., 1985; Lepp and Dalgarno, 
1988) (see section 3.2. for the definition of cold gas). 

Conversion of radiative energy into kinetic energy is also the case in the second exam- 
ple of microscopic heating. As argued before, interstellar dust particles reach an internal 
equilibrium temperature through absorption and emission of stellar light. This tempera- 
ture, T~, is likely to differ from the kinetic temperature of the surrounding gas, Tg, because 
usually the two are determined by independent processes. Under certain circumstances, 
however, there may be a coupling between the two. For example in dense shells surrounding 
cool giant stars the dust particles attain often temperatures of 100 to 300 k by absorption 
of infrared photons, but the same photons cannot heat the molecules in the gas. When a 
molecule hits a dust particle there is a finite chance that it will stick to the grain. After 
some time it is released again, but it will depart with a kinetic energy kT,~; because this is 
much higher than kTg, an energy k(T,~ - Tg) has been transfered to the gas. 

The third example of microscopic heating is the conversion of cosmic ray energy to 
gas kinetic energy. It is similar to the first example: a cosmic ray particle ionizes an atom, 
and a free electron is produced with a kinetic energy larger than kTg. The free electron 
then collides with other gas particles and looses its excess energy. A complicating factor 
in the cosmic ray example is that the excess energy of the free electron is sufficient for 
further ("secondary") ionization- there is thus a cascade of processes following the primary 
event. For a few years, around 1970, cosmic ray heating was fashionable; the fashion was 
supported because there was very little information about the energy density of the low 
energy end of the cosmic ray spectrum- and that is the important part of the energy 
spectrum. Subsequent studies of the chemistry of certain diatomic molecules have made 
it clear that cosmic rays are insufficient by a factor of ten to provide enough energy to the 
interstellar gas; photoionization of grains (see before) is at present more attractive- but 
again, perhaps only until we will know better. 

Consider now cooling. Macroscopic cooling may occur through adiabatic expansion. 
Here I will not discuss it further (see above under macroscopic heating). Microscopic 
cooling takes place by conversion of gas kinetic energy into radiative energy, under the 
supposition that the so created photon then leaves the gas (low optical depth in the line). 
The basic physics are given by an example: start out with a C + ion in its ground state 
-the most likely state. Frequently the ion collides inelastically with a free, thermal electron 
and then transits to an excited state 0.008eV above the ground level. As discussed at the 
end of section 2.2, in the next step the ion makes a spontaneous transition back to the 
ground state under emission of a 157.7~ photon. The net outcome of this two step process 
is that a photon has been created at the expense of kinetic electron energy. If this photon 
then can leave the area freely, cooling of the electron gas is the consequence. Whether 
the photon can leave depends on the opacity, and thus upon local circumstances. A useful 
description of various heating and cooling processes is to be found in Black (1987); further 
reference is to Dalgarno and McCray (1972) and to Spitzer (1978). 
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2.5. Dynamics 

In subsection 2.2 it has been argued that  the atoms, ions and electrons of the interstellar gas 
have a Maxwellian velocity distribution; hence it makes sense to talk about  the pressure of 
the gas. Then  the laws of hydrodynamics also apply -only in the coupling between mat ter  
and radiation the very specific properties of the interstellar gas come into consideration. 
Hydrodynamics is often not  taught  at all during a university education in physics, or it 
is restricted to hydrodynamics of incompressible fluids, like water, and that  is of no use 
to interstellar gas: there are fundamental differences between gas and water, compressible 
and incompressible fluids, of which the most obvious is the occurrence of shock waves 
in gas dynamics. Another important  difference is the influence of magnetic fields on the 
behaviour of the gas. 

There  are three fundamental  laws based on the conservation of mat ter ,  of momentum 
and of energy which can be expressed in the form of partial  differential equations. I will 
not reproduce them here. A very clear introduction has been given by F.D.Kahn in the 
les Houches summerschool of 1975 on interstellar mat ter  -see the references. If you are 
not satisfied with Kahn's  presentation, and you want to know more: Landau and Lifshitz 
have a very good textbook on hydrodynamics.  I feel the need, though,  to discuss briefly 
the significance of sound waves and the phenomenon of shock waves. Even when you 
will never write down the partial  differential equations just  mentioned, you will always 
encounter shock waves, as soon as you study interstellar mat te r  -e.g. by looking over a 
few Sky Survey prints. 

Far away from external forces the fundamental  hydrodynamical  flow equations just  
mentioned have a solution in which all parameters are constant: the density, p, the velocity, 
V, the temperature ,  T, the pressure, P ,  are all constant in space and time. This is of 
course a trivial solution! Less trivial is the s tudy of what  happens when the density is 
per turbed by such a small amount  tha t  deviations from equilibrium are small compared 
to the equilibrium value (dp/p is small). How will these density variations change in time? 
It turns out that  a deviation will spread out through the whole region, tha t  is, there is 
a wavelike solution to the equations: the small disturbance propagates like a wave; the 
wave velocity is given by c 2 = ~,~" here c is the famous velocity of sound. Clearly it is 
the velocity by which a small density per turbat ion will propagate through the gas. It 
is a kind of resonance velocity for the gas and it plays a very fundamental  role: one 
distinguishes between subsonic and supersonic motions. Often this distinction is expressed 
via the Mach number,  which is the ratio between the velocity and the local velocity of 
sound; M = I  indicates the sound velocity, subsonic velocities have M < I ,  supersonic M > I .  
Subsonic motions sometimes compare well with those in incompressible hydrodynamics,  
but  supersonic motions are totally different; if they occur, shock waves usually occur. 

Shock waves can be introduced as follows: imagine the trivial solution just  described 
in which density, pressure and temperature  are constant in time and space. Now consider 
the question: can we have two such solutions different from each other,  each in its own 
volume, separated by a sharp boundary? The answer is yes: The fundamental  hydrody- 
namic equations allow one to have two very different gasses living next to each other,  only 
separated by a thin layer. Two forms of coexistence are possible. 
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The first and easiest to imagine is one in which mat te r  does not move through the 
layer: there is no net t ransport .  From the point of view of the gas there is only one 
requirement: pressure equality on the two sides of the layer, the density and the tempera-  
ture may be quite different on the two sides; there is no connection. The layer is called a 
contact d i scon t inu i t y  and may be thought  of as a thin membrane,  or more politically, as 
an Iron Curtain.  Contact  discontinuities are frequently encountered in astrophysics. 

The  second form of coexistence is when there is net t ranspor t  of particles (atoms, 
ions) through the separating layer; then one speaks of a shockwavc. The same three laws 
(conservation of mat ter ,  momentum and energy) are valid, but  they take a slightly different 
form since they bridge a t rue discontinuity. Imagine two planes, one called $1, immediately 
ups t ream of the discontinuity, the other,  $2, immediately downstream from discontinuity. 
Call V the velocity of the gas, P its pressure, p its density; then we require tha t  all the 
mat te r  tha t  passes through $1 per second will also pass through $2 : conservation of matter ,  
o r  

pl V1 = p2 V2 

Similarly require tha t  the momentum transported by the gas through Sz equals that  
through $2 : conservation of momentum,  or 

Finally the amount  of energy t ransported through S~ equals tha t  through $2 -conservation 
of energy, or: 

.1v  3 + + 

(If you want to have this exposed in more detail: see Kahn's  1975 lecture). Accept the 
postulate tha t  the density on the downstream side of a shock is always larger than on 
the ups t ream side, then it can be proven that  M1 > 1, where M1 is the upst ream Mach 
number (see above), and that  M2 < 1. Hence the gas moves supersonically into a shock, 

4 and subsonically out of it. It can be proven that  P2 = 1+ 3/M~ Pl, and thus P2 _< 4pl; only 

when M --~ oo will P2 approach 4pl. The jump in density is thus at most a factor 4, but  
the jump in pressure can be very large: P2 = (bM~ - 1)P1/4, and because M~ > 1 we 
always find P2 > P1. 

A shock is thus a layer of negligible thickness in which the parameters  p, P, V, T of 
the gas abrupt ly  change. From a microscopic point of view the gas atoms were happily 
moving at the same velocity, with only a small random component corresponding to ther- 
mal motions. After the shock a large fraction of the systemic velocity has been converted 
in random thermal  motions: the tempera ture  has gone up dramatically. In a shock the 
entropy of a gas is suddenly, and irreversibly increased. 

In astrophysical circumstances this model is too simple: because of the shock several 
things happen downstream and also upst ream -and these things happen so close to the 
shock tha t  the observer cannot separate the various layers. In this sense an observationally 
determined shock front is thicker, and contains more phenomena. But  the motor  of all the 
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events is the shock front as just described. Briefly, these are the extra things that happen: 
downstream the gas that has just been made very hot will start to radiate because of 
collisions between the gas atoms. This will cool the gas, and while it moves downstream 
and cools, it will become compressed -thus P2 will quickly increase, while T2 will decrease - 
their product remains approximately constant. Upstream the gas flowing toward the shock 
may be subjected to photons radiated downstream, and this may lead to pre-ionization 
and predissociation. 

A further complication will be the presence of magnetic fields. Suppose that the 
magnetic field lines are parallel to the shock front; just after the shock the gas has been 
compressed and because of the coupling of gas and field, the field has also been compressed. 
If the field is weak, which it often is, then the increase in fieldstrength has not yet any 
influence on the gas: P2 > B~/8~r. But farther downstream B increases, because of further 
compression of the gas, and ultimately B 2/St  > P: the magnetic field acts as a cushion 
and prevents a further increase of the density. 

This is the point to leave the subject. For a good and much more detailed description 
of shocks under interstellar conditions, I refer the reader to the review chapter by Shull 
and Draine (1987). 

2.6 Turbulence  

The reader who has read section 2.5 may have obtained the impression that regular, 
luminar flows are the underlying basis of galactic fluid dynamics. This impression is 
justified: gasdynamics often makes this assumption tacitly. Yet we know from observations 
how irregular flows may be -inhomogeneities are frequent, and unpredictable. This leads 
then to the problem of turbulence, one of the large, unsolved problems in physics. I can 
add nothing to solve the problem, but I refer the reader to the very worthwhile review, 
although difficult to read, by Scalo (1987). 
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3. T H E  G L O B A L  D I S T R I B U T I O N  O F  I N T E R S T E L L A R  M A T T E R  

3.1. O v e r v i e w  

In this section I want to give observational facts concerning the distribution of the inter- 
stellar mat ter  in our Galaxy. Four major components are distinguished: (1) the molecular 
gas, with hydrogen predominantly in the form of H2 and at temperatures between 20 and 
50k; (2) the atomic gas (H °) with a temperature below 104k; (3) the photo ionized gas 
(H + ) with a kinetic temperature of, say, around 104k, and (4) the hot gas, with H + at tem- 
peratures probably exceeding 105k. The first two components contain most (>90%?) of 
the mass of interstellar mat ter  (~ 3.5 x 10 ° M o ) with about an even distribution (50/50) 
between the two. Components (2) and (4) take up almost all of the interstellar space, 
but how this space is distributed between them is a mat ter  of debate. Only a very small 
amount of mass will be contained in component (4); in some of its aspects it is fundamen- 
tally different from the rest, as will be demonstrated farther below. The molecular gas 
is probably the easiest to describe and this will be done in subsection 3.2. In subsection 
3.3 I describe component (3) and in subsection 3.4 component (2). Component  (4) is dis- 
cussed in subsection 3.5; we know of this component only because the Sun happens to be 
inside a blob of it, and thus this discussion is at the same time a description of the local 
surrounding. The local surrounding is therefore a place of general interest! 

Large scale surveys have been made of various components of the interstellar gas. 
Distinguish between continuum surveys and spectral line surveys, and begin with the 
latter. Of the various line surveys I select only the three most extensive: the CO (1-0) 
line at 2.7 mm, tha t  traces H2; the 21cm line of H °, and the tt166c~ line tha t  traces H + 
of component (3) (but not the H + of component (4)). The basic observation is tha t  of a 
spectral line and thus the measurement consists of an intensity in a given direction as a 
function of frequency. Frequency can be translated into velocity via the Doppler relation 
and the basic piece of information is thus intensity, I, versus velocity, V, in a certain 
direction given by galactic longitude, l, and latitude, b. Interstellar gas takes part in 
galactic differential rotation, and in the ideal case that  the rotation is in perfect circles 
around the galactic centre the rotational velocity is given by the the centripetal force of the 
mat ter  inside the circle. In reality the rotation is not perfect, but  discussing things only 
in zeroth order, we may ignore the deviations. (Readers tha t  become suspicious already 
at this point are referred to the discussion by Burton, 1988). Differential rotation will give 
gas at a certain distance a well defined radial velocity at which it will appear in the line 
profile. In principle this allows one to derive the distance of the gas; in practice there 
are complications. The most severe is duplicity: in the direction of the inner Galaxy, thus 
in directions at t < 90 ° , differential rotation predicts a maximum radial velocity along 
the line of sight which coincides with that  of the point closest to the galactic centre (the 
"subcentral point").  Velocities below the maximum then correspond to one of two possible, 
locations -each well defined : to a point closer than the subcentral point and to a point 
farther away. The situation is graphically explained in figure 3.1. 

For some features the ambivalence is solved by considerations about the extent in 
latitude: if the feature is quite broad in latitude it is probably on the near side, if it appears 
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Figure 3.1. (from Seoville and Sanders, 1987) Suppose that clouds of 
interstellar matter are located along a line of sight at the positions A 
through E. Due to galactic rotation each has a definite radial velocity 
with respect to the Sun. If a cloud emits a spectral line the Doppler 
effect will shift the velocity of each line; the net result will be the "ob- 
served spectrum" shown in the lower part of the figure. Cloud B is 
closest to the galactic center at the so called tangential point; it has 
the highest radial velocity. A and C are at the same distance from the 
center and have the same radial velocity; hence from the observation 
one cannot derive their distance in a unique way. 

narrow, it is probably on the far side. Another,  bet ter  argument is occasionally available: 
one can make an association with an object (an early type star or an HII region) for which 
some distance indication can be obtained. A brief word here about presentations. Because 
we measure the intensity, I,  as a function of three variables: l, b, and V, and because we 
can show in a graphical diagram the dependence of I of at most two variables we need 
more than one diagram to fully represent the data. Thus three diagrams are in use, in each 
of which I is given as a function of two other variables: (l, V), or (l, b), or (b, V) diagrams. 
Teaching practice has convinced me that  the (l, V) and (b, V) diagrams need some time 
and exercise to get used to; once you understand them, you will find them indispensable. 
As an exercise in understanding (l, V) diagrams ask yourself what  the locus is of the radial 
velocities (as seen from the Sun) of a ring of material at some given distance, R, from the 
galactic center, when that  material moves in perfect circles. 

Figure 3.2 shows a set of CO (1-0) line profiles, all in the galactic plane. Notice the 
variation in appearance as one moves from one longitude to the other. An even more 

elaborate demonstrat ion of the systematics of galactic rotat ion is seen in fig. 3.3. 
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Figure 3.2. (from Seoville and Sanders, 1987) Spectral line measure- 
ments of 12CO and z3CO (J=l-O) line in the galactic plane at various, 
consecutive longitudes. Only positive radial velocities occur; this means 
that all gas is within a circle around the galactic center with radius Ro,  
the distance of the Sun from the center; most of the gas appears to be 
between 1 = 200 to 500 , and this implies that most gas is confined to a 
ring between 3 and 6 kpc from the galactic center. 

It gives you  a splendid conformat ion  of galactic differential rotation: intense radiation 
by matter  at zero veloci ty  (or close to it) all around the sky: local material .  Distant  
material  is contained in the s inusoidally confined region from l = 90 °, V = 0 k m  s - z  to 
V -- ÷ 1 2 0  k m  s -  z at I -- 30 °, to V -- -120 k m  s-1  near l -- 330 °, and up to zero veloci ty  
again at l : 270 ° . Finally, notice the huge veloci ty  extent  near the galactic centre, showing 
that  this is a very special place indeed. 
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Figure 3.3. (from Dame et al., 1987). A compilation of x2 CO (J=i-O) 
spectral line observations showing contours of intensity versus longitude 
and velocity- a so called l - V  diagram. All observations have been made 
in the galactic plane. Compare with figure 3.2 to better understand the 
present figure. 

In addition to line radiation there is continuum emission -radio continuum surveys, 
infrared surveys and ~/-ray surveys are examples. To derive the spatial distribution for this 
case is one dimension more difficult than for line emission, because the velocity information 
is missing completely. Thus the basic information consists of an intensity I as a function of 
l and b. More or less successful a t tempts  have been made to derive the distribution of the 
emisivity, e, as a function of R and z (cylindrical coordinates in a system with the galactic 
centre as origin and the z-axis in the direction of the galactic rotat ion axis): as a first 
guess cylindrical symmetry  is assumed, but  iterations can often be made -those interested 
should turn  to Beuermann et al. (1985 -radiocontinunm surveys) or to Deul (1988 -IRAS 
infrared continuum survey). 

I close this introduction with a summary of what is coming: see figures 3.4 and 3.5. 

Figure 3.4 (from Burton,  1988) gives the distribution of densities in the galactic plane 
as a function of R -the distance to the center of our Galaxy. I will comment on this figure 
in the subsequent subsections. 

Figure 3.5 (from Dame et al., 1987) gives a synoptic view of four different sky surveys. 
Keep in mind that  the top diagram is based on optical observations and thus does not 
penetrate  deeply into the Galaxy; the other three diagrams contain information from far 
beyond the galactic center. Notice that  in all four diagrams the radiation is strongly limited 
to the galactic plane (b -- 0 °), is centered on l = 0 ° and more or less symmetric around 
this longitude. Notice also that  most of the emission is concentrated between l = 5= 90 °, 
indicating that  the Sun is close to the outer boundary. If the 21cm map would have been 
added to figure 3.5, you would find that  it is much more extended in longitude -the H ° 
layer extends farther out -as you will find confirmed in figure 3.4. 

3.2. T h e  g a l a c t i c  d i s t r i b u t i o n  o f  m o l e c u l a r  h y d r o g e n .  

Roughly one half of the interstellar mat ter  in our Galaxy is in the form of discrete clouds 
of molecular hydrogen, H2. In this subsection the reader is given an idea of the large scale, 
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Figure 3.4. (from Burton, 1988). The emissivity of various compo- 
nents of the interstellar hydrogen gas shown as a function of galactic 
radius. Below 5 kpc the emissivity of both molecular and atomic gas 
decreases, but (this is not shown) the emissivity reaches a maximum 
again at the galactic center itself. The molecular gas reaches a maxi- 
mum emissivity around 6 kpc and then drops rapidly; there is very little 
gas seen outside of 10 kpe. The atomic gas has a constant emissivity 
from 5 to about 13 kpc and then begins to decrease slowly. 

overall, galactic distribution of the H2. The  discussion will be based only on observations 
of two lines of CO, at 2.6 and at 1.3mm and it is assumed tha t  there is a fixed, one-to-one 
correspondence between CO and H2. 

Analyses of the galactic distribution of the CO emitting gas are best done from com- 
plete data  sets: full coverage of the galactic plane (out to several degrees in latitude),  and 
full coverage in velocity. The first of these requirements has been proven to be very difficult 
to meet: up to now radio antennas are one pixel detectors (in contrast  to the eye or to 
photographic plates) and in practice this pixel is small: a large pixel may be a few arcmin 
in diameter  (i.e. a few mm on a Sky Survey Plate!). To collect all the data  and to reduce 
them is t ime consuming. Therefore surveys have become "complete" only gradually over 
many years. Nevertheless several key features of the derived distribution have not changed 
for several years and may be considered well established. 

To begin with, take a closer look at figure 3.2. One notices tha t  each line appears to 
consist of discrete features; only at the galactic center they melt together.  The discreteness 
of these features leads to the conclusion that  the CO gas (and thus the H2 gas) is contained 
in discrete units, called "clouds", or sometimes, "cloud complexes". As we will see, this is 
much less the case for the H ° distribution. It is now quite clear tha t  the CO-clouds seen in 
figure 3.2 are observed in our Solar Neighbourhood as dark clouds -the ones that  Barnard 
and Wolf studied photographically early in this century. I refer to the very readible paper 
by Dame et al. (1987) in which they identify all CO clouds of low velocity < 20kms- 1 with 
well known dark clouds, or complexes of dark clouds. Read that  paper and satisfy yourself 
with the conclusion that  what  you see on photographs agrees with what  one measures in 
a CO survey. This paper gives a t ruly beautiful panorama of our Galaxy. 
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Figure 3.5. (from Dame et al., 1987). A compilation of four contour 
diagrams of intensity versus longitude and latitude (l - b diagrams} de- 
scribing different tracers of the interstellar gas. Dark clouds are noticed 
mainly from dark areas on photographic plates. CO means: line fluxes 
(line profiles integrated over velocity); it traces the molecular clouds. 
IR means: emission at 100 micron; it traces emission by dust. "~ rays 
trace a product of interstellar density and cosmic ray density. 

The large scale properties of the CO-cloud ensemble can be described as follows (Dame 
et al., 1987; Scoville and Sanders, 1987): the clouds form a flat disk with an scale height 
(full-width at half maximum) varying from N 60 parsec in the inner Galaxy to ,,, 150 parsec 
at the position of the Sun and farther out. Most CO is contained between 4 and 8 kpc, 
a region often called "the molecular ring ~. There is some, but little CO outside the solar 
radius, that is at R _> 8.5 kpc (see figure 3.4). An important question concerning the large 
scale distribution is whether the clouds are confined to spiral arms? Scoville and Sanders 
(1987) show that in the inner Galaxy cool clouds, i.e. clouds with a kinematic temperature 
below 15 k, scatter very much in the (l, V) diagram, but that hotter clouds in the diagram 
are arranged in longish structures, indicating that their motions are ordered and that the 
clouds are arranged in spiral arms. Dame et al. (1987) discuss also the nearby CO clouds 
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and conclude that even the clouds within 1 kpc are arranged in spiral structure -see figure 
3.6. 
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Figure 3.6. (from Dame et al., 1987). A map of a circular area in 
the Galactic plane, within 1 kpe from the Sun. Shown are several large 
molecular clouds or cloud complexes. Spiral structure can be recognized. 
Several objects have names indicating that they are not only seen in 
molecular lines at radio wavelengths but also optically ("Coal Sack", 
"Cygnus Rift"). 

Catalogues of individual clouds are given by Scoville et al. (1986), by Grabelsky et al. 
(1988) for the Carina region, and by Dame et al. (1987) for the local region, i.e. within 1 
kpc. Comparing the lists of clouds by Grabelsky et al. and by Dame et al. one is struck 
by the difference in mass between the two sets (the cloud masses of the two lists have been 
derived in similar ways, and ought to be comparable); whereas Grabelsky has 42 clouds 
with masses ranging from 0.7xl05Mo to 109x105Mo, with a median value of 7.0xl05Mo, 
Dame et al. find a range 0.03x105 to 8.7x105Mo, with the median at 1.0xl05Mo. These 
differences will be partially due to selection: in the distant Vela arm studied by Grabelsky 
et al. small clouds will remain unnoticed; they might be present but escaped detection. 
However, the absence of heavy clouds in the local surroundings is probably a real effect: 
if they existed, they would have been seen. One conclusion is thus that further inward in 
the Galaxy very massive clouds (> 106Me ) occur more frequently than at our distance 
from the center. The same conclusion holds, mutatis mutandis, for HII regions, as we will 
see in subsection 3.2. 

There are some other, quite interesting conclusions about our Solar Neighbourhood 
from the work by the Columbia group (Dame et al., 1987). The first is that the local 
CO gas follows Gould's Belt -a belt of OB stars, dust and gas extending over the full sky, 
resembling a disk tilted over some 30 ° with respect to the galactic equator. The origin of 
this Belt is unknown, but the reality of the feature is not in doubt. Second, locally (that is, 
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within I kpc) there appears to be four times more gas in the nor thern than in the southern 
hemisphere. This is partially explained by the Sun's position with respect to two nearby 
pieces of spiral arms - divide figure 3.6 in a northern part  and a southern part  by lines 
from the galactic center in the direction I = 220 ° and I = 20 °, and you see the difference. 

Larson (1981) has shown that  the internal densities, n, and the velocity dispersions 
(linewidths, AV) of clouds scale with the size l of a cloud, as nccl p , A V  c¢ l r. He 
also shows that  the mass of clouds scales with AV. The last relation has an interesting 
physical explanation: consider the cloud as a spherical object with turbulent  parts,  and 
use the virial theorem to work out the theoretical relation between AV, l and M ( A V  = (G 
M / l )  1/2) where G is the gravitational constant).  Then it turns out tha t  this is also, 
approximately, the relation that  is observed: The conclusion is that  the molecular clouds 
are bound together by their large mass and that  there is no need for an external pressure to 
keep the cloud together.  Larson's relation has now been tested on a large number of clouds 
(see e.g. Grabelsky et al., 1988) and found to be approximately correct. The significance 
of the relations found by Larson may be very deep -see Scalo (1987). 

3.3. The galactic d i s t r i b u t i o n  o f  ionized gas (H +) 

In this section I discuss the gas that  is ionized by photons with energies of at most a 
few times the Rydberg energy; the gas has a temperature  between, say 7000 and 12,000k. 
Much hot ter  ionized gas also exists: see section 3.5. The 104k ionized gas manifests itself 
by radiation coming from encounters between electrons and ions: (1) free-free radiation 
or bremsstrahlung, a continuum emitted by electrons and photons (or other  ions) passing 
each other; (2) recombination line radiation, when the passing electron is caught by an ion 
and an highly exited atom is the product; (3) collisionally excited lines emit ted by various 
non hydrogenic ions from levels very close to the ground level. Examples of (2) are the 
Lyman,  Balmer, Paschen and Brackett lines, but  also the recombination lines from very 
highly excited levels of hydrogen and with wavelengths in the cm range. Examples of (3) 
are forbidden lines from S + , O + , O ++, Ne + , etc. - for a (still) useful compilation see 
Petrosian (1970). 

Here I discuss the global distribution of ionized hydrogen. Since visual observations 
are so severely limited too small (galactic) distances by interstellar extinction, one has to 
turn primarily to radio observations; hopefully in the near future, when ISO flies, infrared 
spectroscopy will also be possible. Radio continuum studies can in principle be used, but  
because the continuum is always the sum of bremsstrahlung and synchrotron radiation it 
is very difficult to obtain a convincing picture of the distribution of either. Of more use 
are radio recombination lines, for example photons produced in the transit ion n = 158 to 
n = 157 (called H 157a) with a wavelength of 18 cm according to Rydberg's  equation. 
These radio recombination lines are very weak and more difficult to measure than the 
continuum emission, but  they are much more valuable because they contain information 
on the radial velocity of the gas. A few surveys in radio recombination lines have been 
made; the sampling has been much less complete than for the CO mm line and for the 
21cm line. 

Basically one distinguishes between discrete sources ("HII-regions") and extended 
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emission. The discrete sources are (pieces of) molecular clouds ionized by young, massive 
stars just formed. One of the best studied nearby HII regions is the Oron nebula at a 
distance of 500 pc -see for a recent review Genzel and Stutzki (1989). In this case it is 
clear that not all of the hard radiation emitted by the stars is used up for photoionization 
in the nebula. A significant fraction of the hard photons escape the local surroundings. 
Such photons are thus available for photoionization elsewhere. The case is not only true 
for Orion, but is much more general: Leisawitz and Hauser (1988) analyze the heat input 
into molecular clouds by young stars associated with the cloud using IRAS infrared data. 
They estimate that only 1/3 to 1/5 of the stellar output is dumped with the molecular 
cloud; most of the output escapes into the interstellar medium. Thus it is likely that in 
the Galaxy there exist large areas of low density hydrogen, ionized by these stray photons. 

I will now discuss first the discrete regions and second the extended emission. Two 
very useful review papers are that by (Gordon 1988) and those by Kulkarni and Heiles 
(1988a, 1988b). 

3 .3 .1 .  D i s c r e t e  H I I  regions 

The first radio surveys were at meter wavelengths and showed exclusively non-thermal, 
synchrotron radiation. In 1958 Westerhout made the first radio continuum survey at cm 
wavelengths. He discovered a large number of sources with a "thermal spectrum", sources 
to be identified with ionized nebulae. Many of the "strongest" HII regions in the Galaxy 
carry the name from the Westerhout catalogue (W3, W33, W49, WS1). This survey 
demonstrated for the first time that radio sources could reveal the HII regions deep inside 
the Galaxy that are hidden to the optical telescope -a complete census of HII regions is 
possible. In subsequent years more radio surveys were made and, as already mentioned, the 
recombination line surveys proved to be very worthwhile (Wilson et al., 1970; Reifenstein 
et al., 1970). 

Figure 3.7 shows the distribution of discrete HII regions in the plane of the Galaxy, 
based on optical observations for the nearer objects and radio emission for the objects 
further into the Galaxy (Georgelin and Georgelin, 1976). Figure 3.7 shows clearly that the 
stronger sources (bigger symbols) are confined to spiral arms, whereas the weaker sources 
(smaller symbols) donot show this tendency. We have seen the same before in section 3.2: 
molecular clouds inside spiral arms are more massive than outside; similarly HII regions 
are "stronger". 

A "strong" HII region means that the radioemission (corrected for distance) is strong; 
physically this implies roughly the following: bremsstrahlung photons or recombination 
line photons are emitted in proportion to the rate of electron/ion encounters, thus they 
are both proportional to the product of ne nl V, where V is the volume of the nebula 
and where ne and ni are the density of electrons and ions, respectively. The total flux 
of bremsstrahlung from a discrete HII region is thus proportional to the total number 
of recombinations inside the nebula. Because the rate of recombination equals that of 
photoionization (large scale equilibrium must be supposed), we conclude that the total 
amount of radio radiation received is proportional to the total number of ionizing photons 
absorbed. An HII region is a counter of ionizing photons! Larger symbols in fig. 3.7. 
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Figure 3.7. (from Georgelin and Georgelin, 1976} A map of the galac- 
tic plane with the positions of discrete nebulae of ionized hydrogen (H + 
or HI[ regions}. The regions have been seen optically in Ha and/or in 
a radio recombination line. The quantity U is a measure for the con- 
sumption (and thus for the production) of Lyman continuum photons 
inside the nebulae. 

mean larger productions of hard (UV) photons. In this way it is possible to derive the 
distribution of newly born ionizing stars in the inner Galaxy. 

Individual HII regions have been studied in various ways -optically, radioastronomi- 
cally and in the infrared. There is a plethora of information, and yet fundamental questions 
can be answered only partially: in every observation with sufficient accuracy the object 
appears to be inhomogeneous: often the ionized gas is created inside a cave, carved out of 
a molecular cloud by the newly formed stars -the Orion nebula is a prime example (see e.g. 
Gordon, fig. 2.28). The gas flow is inhomogeneous and consists of clumps and low density 
regions. No wonder that the models proposed are never fully satisfactory; the reality here 
is too complex to be summarized. 

Models may never be fully satisfactory, they could still be adequate for some purpose. 
Are they? Gordon gives a very useful example -two different models to explain the radio 
recombination line radiation from Orion. The two models are of similar complexity and 
both explain the observations sufficiently accurately and yet: they differ significantly. This 
tells me that I want to be careful about conclusions drawn from HII regions -especially if 
HII regions are compared for which only a limited amount of observations are available. 
This remark bears upon the following point: how strong radio recombination lines are in 
relation to the radio continuum is a function of the electron temperature: a low electron 
temperature (say 8000k) gives (relatively) strong lines, a high electron temperature gives 
weak lines. Thus the ratio is a measure of the electron temperature, Te. Now it has been 
found that the temperature so derived is higher when the HII is farther from the galactic 
center, and lower when it is closer, see fig. 3.8. 
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Figure 3.8. (from Shaver et al., 1983). The kinetic temperature, Tk, of 
the electrons in 1tll or H + regions increases when one moves outward 
in the Galaxy: this figure shows how Tk varies with R, the distance to 
the Galactic center. 

If the effect is real, than this has important consequences. But is it real? The authors 
in this case (Shaver et al., 1983) have been careful in their methods and think the effect to 
be real but I remain cautious. In any case the interpretation of the effect is less debatable: it 
probably means that ionized gas farther out in the Galaxy (at larger R) cools less efficiently, 
because the ions to do this (see the discussion in section 2.4) are less abundant: an increase 
in R implies an increase in T~ and thus a decrease in abundance. The "metallicity" in our 
Galaxy decreases with R. Figure 3.8 seems to be the strongest piece of evidence in favour 
of this expected result. I am willing to look at it as interesting, but not yet fully convincing 
evidence. I hope that ISO will be able to measure the variation of metallicity much more 
directly through infrared lines from excited ions. 

3 . 3 . 2 .  The diffuse pho to ion ized  g a s  

Are there large volumes of interstellar space filled by low density (say: < lern-3) ionized 
gas outside of the dense HII regions? This question is probably as old as the discovery of 
the interstellar lines by Hartmann in 1904. Photons to ionize low density hydrogen gas 
are available: they escape from HII regions- see the introduction to section 3.3. Definitive 
evidence that such volumes exist was harder to get. Probably the best evidence that we 
have at presence are observations of weak, and broad optical and radio recombination 
lines: The radio lines were detected simultaneously by Gottesmann and Gordon (1970) 
and by Jackson and Kerr(1971). Especially the broadness of the lines indicates that the 
distribution of the ionized gas is very extended; because the lines are so weak little gas 
appears to be involved. 

Figure 3.9 gives an overview of the values measured for the H166a line by Lockmann 
2 T~3/2 d, where d (1976). As Gordon (1988) makes clear, one measures only the product n e 

is a distance along the line of sight, ne the electron density and Te the electron temperature. 
Because one does not know the strength of the continuum emission one cannot separate 
temperature and density effects and the basic parameters of the medium can only be 
derived by indirect arguments. Therefore there is great interest in recent measurements 
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Figure 3.9. (from Lockman, 1980) The l - V diagram (see the legend 
to figure 3.3) of the intensity of the H166a recombination line. It has 
the same features as figure 3.3 but much less detail, largely because the 
signal is so weak. 

of optical lines of the diffuse ionized gas by Reynolds and coworkers (see e.g. Reynolds, 
1983, 1984, 1985). The measurements refer only to the solar neighbourhood, but it seems 
fairly safe to assume that these lines originate in a similar medium as the diffuse radio 
recombination lines although there might be a difference in density in the sense that the 
radio lines refer to regions of somewhat higher density and degree of ionization than the 
optical lines. Mathis (1986) has pointed out that if this medium (which he calls "DIG", or 
Diffuse Ionized Gas) is ionized by distant O stars (and he estimates that there are enough 
such stars), then the ionization conditions are quite different from those in normal, i.e. 
dense HII regions where the ratio between the density of ionizing photons and the mean 
electron density is much higher. This has interesting consequences for the line strengths 
of ionic lines relative to the Balmer lines in the DIG, and indeed, Reynolds' measurements 
then confirm the conclusion that the DIG is ionized by stray photons from distant O 
stars. Another conclusion from Mathis' work is that the fractional ionization of the gas 
is significantly lower than in the dense HII regions, where it is >99.9%. The low density 
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DLG gas is rather similar, but perhaps of even lower density than what Mezger (1978) has 
called the ELD regions ("Extended Low Density HII"). 

It has already been remarked that the recombination lines by themselves give multi 
interpretable information. Therefore another piece of evidence is of great importance: 
from measurements of the delay of pulsar signals as a function of the frequency of the 
observation one can derive the total number of free electrons between the pulsar and us 
(see section 2.1.3). An analysis of this number as a function of pulsar distance and galactic 
coordinates then gives the distribution of the free electrons averaged over volume elements 
of some size. The result obtained by Lyne et a1.(1985) is given here: 

2 
no ---- [0.025 + O.Ol5exp(-Izl/70pc)][ 1 + R/Ro ]cm -3 

Especially the first term is interesting because of its large scale height in the z- 
direction, i.e. perpendicular to the galactic plane. The scale height is even infinite in 
this equation but that is only appearance: this component of the free electron distribu- 
tion extends beyond the pulsar distribution (say beyond 400 pc). The second term in the 
equation above is thought to be associated with HII regions. The pulsar evidence for the 
free electrons is strong. But it is not proven (although I think that it is likely) that the 
electrons seen against the pulsars are the same as those measured by the recombination 
lines. 

The properties of the diffuse ionized gas are elusive. Tentatively the following picture 
emerges: there is a diffuse medium, with electron densities as derived from the pulsar 
measurements. Optical recombination lines confirm that the gas is probably ionized by 
stray photons coming from distant O stars. The radio recombination lines suggest that 
it is wide spread throughout the Galaxy. The pulsar measurements give evidence that 
the ionized gas has a very wide distribution in the direction perpendicular to the galactic 
plane. The relation with the neutral gas is obscure at present. It is obvious that the 
subject needs more study. In this respect it is significant that in the very good book 
"Galactic and Extragalactic Radio Astronomy" two subsequent excellent chapters (one by 
Gordon, the other by Kulkarni and Heiles) each discuss the diffuse ionized medium, but 
do not refer to each other, and even contain non-overlapping lists of references. Perhaps 
the problem of the distribution of diffuse ionized gas can be solved best by observing other 
galaxies -e.g. M31 is a prime candidate for optical and radio observations (R. Braun, 
private communication). 

3.4. The  galact ic  d i s t r ibu t ion  of the atomic  component  (H °) 

The neutral atomic gas in the Galaxy has been studied extensively, because the 21cm line 
is easily observed in emission and does not suffer from interstellar extinction. Gas at the 
other side of the Galaxy is often detected. The basic measurement exists, as before, of an 
intensity as a function of velocity. This can be translated into atomic hydrogen density, 
n~, as a function of distance along the line of sight. Many such analyses have been made; 
for a review see Burton, 1988. A fundamental difference between 21 cm H ° line profiles 
and 2.7 mm CO line profiles is that the 21 cm line profiles are so much more smooth: 
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the CO profiles appear ragged, indicative of the presence of discrete clouds. The presence 
of discrete clouds in H ° is well proven -the evidence emerges when 21 cm absorption line 
profiles are discussed; see section 4. However, a large fraction of the H ° has a smooth~ 
continuous distribution. The question "cloud" or "continuum" has been discussed from 
the moment of discovery of the 21 cm line (in 1951) and the discussion is not yet closed. 
In any case, the observed smoothness of the line profiles is not in debate, but  it causes a 
large stumbling block for analyses. The ambivalence about  the distance derived from radio 
velocity (see the introduction to this section), and the possible effect of deviations from 
pure rotat ional  velocities, make the detailed derivation of n~ cumbersome (see e.g. Burton,  
1988). In addition one has to take into account that  optically thick, cold parcels of gas may 
block the view to deeper layers, without the possibility of noticing such parcels directly. All 
in all there are quite a few problems attached to the derivation of the interstellar atomic 
hydrogen density and for example the existence of a spiral pa t tern  in the H ° distribution 
is an unsolved problem. Yet the situation is not so bleak that  a few good numbers cannot 
be derived. 

In the inner Galaxy, that  is, within the solar circle, the HI gas is confined to a thin 
(full width half maximum: 370 pc), flat (midpoint within a few parsec from the geometric 
plane) layer. The constant thickness is remarkable: the thickness is the consequence of 
an equilibrium between the gravitational force trying to bring the gas in the plane, and 
turbulent  gas motions or magnetic and cosmic ray pressures acting to blow it up. The 
gravitational force increases strongly when one moves radially inward, but  the turbulence 
remains the same. The constant thickness thus indicates that  the increase in gravitational 
force is off set exactly by an increase in the cosmic ray pressure or in magnetic field strength, 
a very happy coincidence! (In the side line I remark that  also the disk of population I stars 
has a constant thickness, probably because an increase in random motions of the stars 
perpendicular to the galactic plane off sets the increase in gravitational force). Inside a 
circle of about  3.5 kpc from the centre there is hardly any (atomic, ionic or molecular) 
gas, except when one approaches the centre within 500 pc. (The gas very close to the 
centre has some different properties and will be discussed separately in section 3.6.) An 
intriguing proper ty  of the gas appears when the highest velocity in the emission line profile 
is considered; this velocity corresponds to the point along the line of sight closest to the 
galactic center (the so called sub-central point): although the gas is very distant it is 
found at relatively high latitudes, and the conclusion is that  there is neutral  gas at large 
distances from the plane: about 13% of the atomic gas is at z >500pc, and thus in the 
lower parts of the galactic halo. The thickness of the layer of H ° cannot be described by 
a single gaussian, but  in addition an exponential function is needed with a scale height 
of approximately 500 pc (Lockman, 1984). Of course one is reminded of the similar large 
extent of the free electron gas, as derived from pulsar measurements (see section 3.3.2). 
There is additional, though less convincing evidence that  the same large extension still 
exists at the solar circle, or at least above our heads, in the directions of the galactic poles. 
Outside the solar circle the gas remains, at first, in the same layer in which now some 
extended segments of spiral arms are seen. The thickness of the layer rises slowly with R, 
until approximately R=15 kpc where the layer bends away from the geometrical plane and 
increases dramatically in thickness ("the galactic warp").  In the nor thern hemisphere the 
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warp is towards the north galactic pole, in the south it is directed to the southern poles 
(see Burton, 1988, section 7.5). 

In the 1950's Muench (see Muench and Zirin, 1961) discovered interstellar absorption 
lines in early type stars far from the galactic plane and argued that the corresponding 
interstellar clouds are probably at large (kiloparsec?) distances from the galactic plane. 
(This discovery led Spitzer in 1956 to propose the existence of a gaseous halo around 
our Galaxy- see the discussion in section 5.4.) In the early 1960's a search began in the 
Netherlands for 21cm line emission from such halo clouds. Large numbers have been found 
of so-called "High Velocity Clouds", objects at high galactic latitudes with velocities up 
to several hundred km s-1. It is still not established beyond doubt that these clouds 
are connected with our Galaxy although that hypothesis is generally adopted- see the 
discussion in Burton (1988, his section 7.5.3). If they belong to our Galaxy they fall 
into it, and carry with them a significant amount of interstellar matter, about one solar 
mass per year, and in the Hubble time these clouds add more than the total amount of 
interstellar matter presently in our Galaxy. 

From 4 to 13 kpc the column density, nH integrated over the thickness of the layer, 
is quite constant and estimated at 4.5x102°cm -2. The total amount of hydrogen in our 
Galaxy is estimated at 3.6x109 Mo, or only a few percent of the stellar population. In 
deriving these values the optical depth effects have been taken into account, as best as 
possible. 

3.5. The  ho t  c o m p o n e n t  and  the  local n e i g h b o u r h o o d  

About the immediate surroundings of the Sun, say within a few hundred parsec, there is 
information available in much more detail than about regions further away. It therefore 
is worthwhile to try to paste these data together. Such a formulation shows already that 
the result will have quite some uncertainty but see for yourself the results in a few recent 
reviews: Cowie and Songaila (1986), Cox and Reynolds (1987) and Savage (1987). The 
information that we have are 21era emission line observations, CO radio line observations 
of a few nearby molecular clouds, measurements of interstellar absorption lines in a large 
number of stellar spectra, measurements of interstellar extinction and polarization and 
measurements of soft X ray emission of a local nature. The analysis of the emission (CO, 
21cm, soft X-rays) is hampered by the unknown distance of the radiating gas: because the 
gas is so nearby systematic effects on the velocity are smaller than random effects; since 
distance is always derived from a systematic effect the derivation fails for small distances. 
This problem is less serious in the absorption measurements: there the distance of the star 
is an upper limit. Searching then for interstellar lines in the spectra of nearby stars the 
surprise is that there are no lines or at best very weak lines. Nevertheless it has taken 
some time, and probably some courage, to reach the conclusion that there is no, or very 
little interstellar mattter witin say 100 parsec from the Sun: the Sun is inside a hole in the 
interstellar medium. Polarization measurements (Tinbergen, 1982) of nearby stars confirm 
that there is very little interstellar material within about 50 parsec; atomic densities of 
less than 0.3cm -3 are indicated. A third piece of the puzzle, overlooked at first, is that 
21cm observations at high galactic latitudes had shown that in certain areas all the gas 
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is at velocities of 30-50 km s- 1 and that  it looks as if the local low-velocity gas has been 
removed by some agent and put  at intermediate velocities (Wesselius and Fejes, 1973). 

In spite of these indications it came as a surprise when highly ionized, interstellar 
atoms were discovered in spectra taken with the Copernicus satellite in the far UV: at 
about  103nm two lines were detected of 05+ . The lines are interstellar, because they were 
found in many nearby stars and the line strength increased with stellar distance. The 
ionization potential  of the ion is 114 eV and thus the presence of very hot (105k) gas is 
indicated (Jenkins, 1978a, 1978b). At the time of this discovery there came a matching 
one: soft X ray emission is seen over a large fraction of the sky and is almost certain of 
local origin. These two different pieces of evidence fitted the jig saw puzzle and lead to the 
hypothesis tha t  the Sun is inside a bubble (the "local bubble") of very hot, highly ionized 
gas (T > 105k), see figure 3.10. 

Figure 3.10. (from Cox and Reynolds, 1987) Schematic presentation 
of two hot bubbles of supernova heated gas, the Sun being inside one of 
the two (the Local Bubble). The presentation is only a sketch; several 
aspects are still being debated. 

Since these discoveries it has become clear tha t  even closer to the Sun (say within 
a few parsecs) there is some neutral,  atomic hydrogen, but  its density is very low; it is 
sometimes called the local "fluff". 

Another intriguing component  that  has not yet been fitted into the picture is the dis- 
covery by the IRAS satellite of interstellar cirrus, thin threads of cold material,  ubiquitous 
and local: distance estimates indicate distances below 100 pc. Par t  of the cirrus material 
is even molecular. Is there cirrus inside the local bubble? Other questions also appear: 
How did the bubble come about? And is the Sun located in unique surroundings? To both 
questions the answer is unknown, but  some hypotheses have been made: the bubble could 
have been produced by a supernova explosion several tens of million years ago and has 
been rejuvenated since then by another supernova that  went of inside the dying bubble, 
as we will see in section 5. This situation may not be unique: interstellar space might be 
full of hot bubbles; it has been proposed that  the interstellar medium contains a network 
of bubbles connected by tunnels. 
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3.6.  T h e  G a l a c t i c  C e n t e r  

In sections 3.2 and 3.3 it has been discussed that  the interstellar mat te r  distribution in 
our Galaxy resembles a disk with a hole: for R <3.5 kpc there is a significant decrease in 
gas density. Only when one approaches the center within ~1500pc does the gas density 
increase again. A good explanation for the hole does not exist. The  mass of the Galaxy, 
i.e. its stars, do not show the hole at all. The  edge of the hole seems to coincide with the 
beginning of the galactic bulge, i.e. the region where the gravitational potential  becomes 
more spherical. 

The  gas inside the hole, and especially the dense, intensively radiating gas close to 
the galactic center has been the subject of many studies. The results are complex - a 
s ta tement  tha t  does not imply that  the results are not understood.  In fact it is remarkable 
how many of the complicated measurements have found a solid interpretat ion.  Because 
of this complexity and the fact tha t  the galactic center is only one of the topics to be 
discussed in a short course, I will skip most of the detailed discussions that  the reader can 
find elsewhere. There  is an excellent review paper by Genzel and Townes (1987) and a 
beautifully complementing paper by Liszt (1988). Here is a summary:  

Between 1500 and 200 pc from the center there is much atomic hydrogen gas which 
appears to form a thin disk tilted over 30 ° with respect to the galactic plane. The disk 
is not in pure rotat ion,  there are non-circular motions; one possibility is tha t  the mat te r  
follows elliptical orbits around some barlike mass distribution. In total  an amount  of about 
4 x 10~Mo of atomic gas is involved. There is much more molecular gas (Liszt gives an 
estimate of 4 x 109Mo) but  its veloci ty/  longitude/  lati tude diagram has not yet been 
interpreted- it is very complex. 

Within 1.5 ° (or 260 pc) again the picture changes. Liszt (1988) gives a beautiful 
mosaic of the various centers of activity (SgrA, B, C, D, E) all s tretched out like pearls 
on a string along the galactic plane between l = +1.5 ° and l =-1.5 °. Sgr B is a well 
studied complex of molecular clouds and HII regions, several of which are very small, and 
probably recently formed around newborn O stars; the molecular cloud Sgr B has long 
been a goldmine for futher  discovery of molecules. Sgr A is where the center of our Galaxy 
is. Its most intriguing component  is a time variable radio source of very small dimensions 
known as "Sgr  A West". It is generally expected to be radiation from mat te r  in the 
immediate surroundings of a black hole, which then probably is the center of our Galaxy. 
Very precise position measurements obtained with VLBI techniques may ult imately help 
to prove that  it is also the dynamical center and not only "the thing in the middle".  In 
addition to Sgr A West there are several other components  to be distinguished in Sgr A, 
for example the source Sgr A East which is thought to be the remnant  of a supernova. 
Surrounding the source is a rotat ing disk of molecular material  of about  5 parsec diameter  
or 2 arcmin. Streams of ionized gas have been seen that  may spiral inward from this disk 
to the center. 

There  is a tempta t ion  to go on, but  I stop: the reader is strongly advised to read the 
two review papers mentioned above and all the other papers he will then be refered to. 



221 

3.7 The  galact ic  d i s t r ibu t ion  of the  magnet ic  field, the  r ad i a t i on  field and  of  
the  cosmic rays 

We know very little about the interstellar magnetic field elsewhere in the Galaxy. In 
principle three of the four methods described in section 2.1.3 namely the three radioastro- 
nomical tools (21cm Zeeman splitting, Faraday rotation, and synchrotron emission) could 
be used to derive information. In practice this has turned out to be very difficult, and only 
very general statements can be made. Analysis of the synchrotron emission by two groups 
(Phillips et al., 1981, and Beuermann et al., 1985) although differing in many aspects in 
their outcome, agree in broad terms (Heiles, 1987): in the Galactic plane the synchrotron 
emissivity decreases outward with R extending to R ~ 20 kpc, and decreases away from 
the galactic plane. If one then takes into account the little that is known about the cosmic 
rays, one concludes that the decrease in synchrotron emissivity is almost totally the result 
of the decrease in relativistic electrons; thus it follows that the magnetic field stays constant 
over the disk of our Galaxy. In the z direction we have no information about variations in 
the electron density and conclusions about the magnetic field cannot be reached. There 
is one more piece of evidence about the large scale structure of the magnetic field: radio 
galaxies seen at low galatic latitudes in directions l< 90 ° donot show very large values 
of RM, values that would be expected if the magnetic fields were always directed along 
galactic circles and in the direction of galactic rotation: field reversals apparently occur 
(Heiles, 1987). 

The photon field, or the interstellar radiation density, cannot be measured directly in 
the inner part of the Galaxy. Fortunately it can be calculated with some confidence from 
the distribution of stars and of interstellar matter -a good paper is by Bloemen (1985), 
but see also Mezger et al. (1983). The field grows in strength when one moves inward, 
roughly by a factor of 3 when one moves toward 1/2 R o (R o is the distance of the Sun 
to the galactic center). An important point not made by Bloemen or by Mezger et al. is 
that such calculations give only the average field, and that large statistical fluctuations are 
to be expected in the ultra violet, because these hard, and important photons originate 
in O and early B stars, which are rare and clustered. The somewhat softer photons of 
visual and red wavelengths are probably distributed more smoothly, because they come 
from more abundant stars of later spectral types. For a quantitative statement on the 
fluctuations see Habing (1988). The importance of OB associations as strong sources of 
UV photons also appears in the analysis of the infrared radiation by dust -see a paper by 
Boulanger and P~rault (1988). 

The galactic distribution of the cosmic rays can be crudely derived from the observed 
diffuse q ray emission, when one knows the galactic distribution of the interstellar gas -see 
Bloemen (1987) for a clear description of the complicated procedures. The results give 
a slow decrease of the cosmic rays in the plane of the Galaxy; if p(R) is the cosmic ray 
density then pc~ exp (-R/L) where L > 18 kpc for cosmic ray protons and L -~ 5 to 11 
kpc for the cosmic ray electrons. Both scale lengths are larger than those of other galactic 
components (stars, molecular clouds, supernovae?). A puzzling result is the low q-ray 
emissivity at the galactic center, but that may have nothing to do with a lower cosmic ray 
density at the center. 
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4. C I R R U S  A N D  T H E  I N T E R C L O U D  M E D I U M  

From the foregoing discussions it appeared that  interstellar space contains two extreme 
components;  I mean on the one hand the cold, dense, massive molecular clouds (particle 
densities between 103 and 105cm - ~ and kinetic temperatures  between 10 and 50 k) and 
on the other  hand the hot (106k) bubbles of 0.001 cm -3.  In between these two extremes 
there is the neutral ,  atomic hydrogen gas and the photoionized H + gas, together containing 
about  half of all the interstellar mat te r  - a quanti ty not to be overlooked. In section 3.3 I 
have already discussed that  the photoionized H + gas has two components:  strong, localized 
HII regions that  are associated with molecular clouds and an extended diffuse component  
which is seen in faint radio and optical recombination lines. Here I will not say more about 
this diffuse component  and will concentrate on the atomic hydrogen: is it cloud like, is it 
extended? Does the intercloud medium consist of atomic gas, or is it ionized? In section 
4.1 I discuss first first what  we know about  the small scale distribution of H ° from the 
analysis of the 21cm line and in section 4.2 what we know about  the clouds seen in optical 
interstellar absorption lines - sometimes refered to as translucent clouds to indicate that  
their optical depth is quite low. 

4 . 1 .  S m a l l  sca le  s t r u c t u r e  o f  t h e  a t o m i c  gas  

Evidence about  s t ructure  in the gas in between molecular clouds and hot bubbles comes for 
an impor tant  par t  from 21cm line observations. The H ° gas emits because of a transit ion 
between two levels in the ground state of hydrogen, separated by about  10-6 eV. The 
transfer of populat ion between these two levels and the resulting equilibrium distribution 
is governed by collisions between atoms (see section 2.2); because the kinetic energy of the 
atoms is much larger than the level separation the number of atoms in the upper  level is 
always three times that  in the lower level (three is the ratio between the statistical weights 
of upper and lower level). The emission coefficient is then proport ional  to the density of 
the gas, and independent  of the kinetic gas temperature .  This is a difference with respect 
to the absorption line coefficient; tha t  coefficient is determined by (gu nu - gl hi), where 
the g's are statistical weights, the n's indicate the level occupation and u and 1 refer to 
"upper"  and "lower". This quanti ty between parentheses is proport ional  to nu and to 
1/Tk: the lower the tempera ture  the stronger the absorption. Therefore one tends to see 
cold gas more easily in absorption in the 21cm line than  in emission; in absorption one 
does not see warm gas at all. If in a given direction one knows the absorption line profile 
and one can estimate (by interpolation) how the emission line profile would have looked 
like, then one can derive the kinetic tempera ture  of the H ° atoms by comparing emission 
and absorption temperatures-  see e.g. Kulkarni and Heiles (1988). 

Those who have studied 21cm emission line profiles, have always been struck by how 
smooth the profiles are and how smoothly they appear to vary from position to position. 
But  the conclusion is probably only valid when one considers the distribution over large 
parts  of the Galaxy. When one restricts oneself to the distribution of gas in our neigh- 
boorhood - by looking only at the higher galactic latitudes or at low velocities- then the 
sky is not regular at all, but  shows a wild picture of threads,  filaments and very complex 
structures- see e.g. Kulkarni and Heiles, their figure 3.4. Historically it has always been 
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tempting to compare the interstellar medium with the weather and in tha t  way to think 
of clouds. Such a word often introduces in the conscious an image, that  is round and 
soft. That ,  then is a clearly wrong as one realizes when one looks over Heiles' beautiful 
displays. A bet te r  association is with cirrus clouds: thin threads often connected in com- 
plicated ways. Very likely it is significant that  the word cirrus reappears in connection 
with the infrared interstellar emission (see section 4.2). 

Very important  independent information about the H ° gas is obtained when one mea- 
sures 21cm absorption line profiles and compares those with corresponding emission line 
profiles. Absorption line profiles (absorption against discrete sources of radio emission: 
galaxies, supernova remnants etc.) are quite different in appearance from emission lines: 
whereas individual emission line profiles appear smooth, in absorption there are, along a 
line of sight, at most a few, very discrete components: see figure 4.1. 
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Figure 4.1. from Radhakrishnan et al., 1972). Eight 91cm absorption 
line profiles with emission line profiles in the same direction obtained 
by interpolation between profiles in surrounding directions. The ab- 
sorption profiles always show components also seen in emission, but 
the absorption profiles are simpler. 

This difference between emission and absorption line profiles, coupled with the theo- 
retical insight in the difference between absorption and emission coefficients tha t  I just  have 
described, led to the idea that  the H ° gas was divided into two different components:  cold 
clouds, seen mainly in absorption, and a warm, extended medium seen only in emission 
and called the intercloud medium (Clark, 1965; Mebold et al. 1974). Clark called this the 
"raisins' pudding" concept, a name that  for many summarized the idea beautifully. But 
more detailed studies softened the contrast between the raisins and the pudding. There 
clearly is some H ° gas so warm and with such a small absorption coefficient that  it is never 
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seen in absorption and only appears in emission. But the clouds, the discrete absorption 
components, show a range in kinetic temperature, which correlates well with the optical 
depth of the cloud (Lazareff, 1975; Payne et al., 1983) (figure 4.2) and it may well be that 
there is a continuous distribution in temperature and all the gas is in clouds without a 
significant amount of neutral intercloud medium - the warmest clouds cannot be seen in 
absorption, only in emission. 
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Figure 4.2. (from Payne et al., 1983}. Kinetic temperatures of IP gas 
as derived from a comparison of emission and absorption spectra and 
shown as a function of the optical depth of the absorption feature. A 
correlation is present: colder clouds have higher optical depth. 

The concept of a bimodal distribution, cool clouds and a warm intercloud medium, is 
certainly robbed of its simplistic charm; the two are extremes in a continuous distribution. 
Payne et al. (1983) suggest the possibility that much of the warmer gas is actually in warm 
envelopes surrounding the cores of cooler clouds, but they also keep open the possibility 
that some of their "independent, non- absorbing" gas is some kind of intercloud medium. 

The work by Payne et al. is meticulous and the conclusions are reached carefully. 
Yet the interpolation method they use to calculate the emission profile at the position 
of the absorbing source introduces systematic errors. How serious these are appeared in 
a paper by Kalberla et al. (1985) who derived the emission profile in a different and 
better way, namely via high angular resolution measurements. For that purpose they 
combined observations with the Westerbork Synthesis Radio Telescope and with the 100m 
Effelsberg telescope. The paper concerns the analysis of the brightness distribution of the 
21cm emission line over an 0.5 ° field centered on a continuum point source, 3C147. There 
is some extended emission with little structure, but most of the emission is concentrated 
in clumps of gas (see figure 4.3). 

Comparing the properties of these clumps with the absorption peaks there is a close 
correspondence for each clump between the gaussian components of the emission and the 
absorption profile. Deriving the kinetic temperature of the clumps only low values are 
found (34 to 74 k)- a range much lower than that found by Payne et al.. But there is more, 
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Figure 4.3. (from Kalberla et ai.,1985). Six maps of the 21em line 
emission, in one small field of about (15 arcmin) 2 centered at the back- 
ground radio source 3C1~7 (position indicated by a circled cross). As- 
suming that the gas is within 500 parsec, the field size is 2.2 parsec. 
This determines also the sizes of the "clouds" of 21cm emission. Each 
map is made at a radial velocity selected because at that velocity there 
is strong absorption seen against 3C15 7. 

and this may explain the difference: Kalberla et al. conclude that  the emission line profile 
contains much gas associated with clumps, gas that  does not show up in absorption. They 
suggest tha t  as much as 80% of the emission associated with a clump, may not be seen in 
absorption, because its tempera ture  is too high; the cold clumps are only the cores of much 
more and warm associated material. It is the high tempera ture  of the associated material 
that  introduces systematic errors in the temperature  determinations of Payne et al. Yet, 
Kalberla et al. and Payne appear to agree on the point that  much of the 21cm emission 
is associated with cold cores of atomic hydrogen gas. There is one obvious objection to a 
generalisation of the conclusions reached by Kalberla et al.: they refer to only one field in 
the sky, and is that  field representative? 

4.2.  I n f r a r e d  c i r r u s  a n d  o p t i c a l  i n t e r s t e l l a r  l ines 

To the first observers who saw the IRAS results the 100~um measurements were a great 
surprise: point sources were seen, but  there was also s tructure on much larger scales, 
from several arcminutes to several degrees. At first there was a fear tha t  the result was 
instrumental,  but  the measurements turned out to repeat themselves exactly: the large 
scale emission had to come truly from the sky. Displaying the results in a sky frame gave 
the impression of threads and filaments, in short "cirrus" (Low et al., 1984). Most of the 
sky is covered by this emission although there are cirrus free areas. Already Low et al 
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realised that  there is a close correspondence between the infared cirrus and the threads 
and other  features tha t  Heiles had seen in the 21cm line. And even where at first sight 
this connection appeared not to exist, closer inspection turned up a corresponding 21cm 
line feature (Deul, 1988). Another  discovery is tha t  the infrared cirrus can be traced on 
photographic survey plates, especially on the more recent ESO and SERC plates. Cirrus 
here appears as faint extended "emission"- see figure 4.4 (de Vries and le Poole, 1985). 

These authors show conclusively that  what  one sees is galactic light scat tered by dust 
and not t rue emission (the phenomenon of cirrus on photographic plates had been noticed 
already by Sandage (1976) but  the significance did not stick in the l i t terature).  A surprise 
was that  denser par t  of several cirrus clouds coincides with molecular clouds (Magnani 
et al., 1985). A catalogue of such clouds has recently been published by D~sert et al. 
(1988). Because the clouds are optically thin (Av is usually below 1.5) one expects the 
interstellar UV photons to penetra te  the cloud easily and to destroy all molecules, but  for 
some not yet  unders tood reason this doesnot happen. Recently de Vries and van Dishoeck 
(1989) reported the detection of optical absorption lines from a cirrus cloud seen against 
an accidentally present background star; CH is strongly present and definitely, although 
weakly, one finds CH + . The stellar distance can be est imated and so there is now a good 
upper limit to the distance of the cloud; it agrees with an earlier determinat ion based on 
star counts. Cirrus clouds can apparently be studied with a large variety of methods and 
the work is only beginning; I expect tha t  it will be an important  topic for the next  few 
years. 

Interstellar absorption lines in stellar spectra were discovered by Har tmann  in 1904. 
It took quite some while before the interstellar nature  of these faint, narrow lines was 
generally accepted. And it has remained very difficult to tie the information drawn from 
interstellar lines to that  obtained in other ways, e.g. to combine optical with 21cm line 
observations. Two line profiles (one radio, one optical) taken in the same direction often 
agree sufficiently to be sure tha t  one samples the same par t  of the interstellar medium, 
and yet the differences are too large to combine results reliably: does one really see the 
same gas in emission in the 21cm line as one sees optically in absorption against tha t  star? 
I have the optimistic feeling that  the infrared/optical  cirrus may well be the required step 
in between. The cirrus, whose outlines can be traced so well on photographic plates and 
on IRAS 100#m maps, is probably material  identical to tha t  which shows up in the optical 
absorption lines, and in the 21cm line (cf. section 4.1, the s tudy by Kalberla et al.). 

A good demonstrat ion of how optical interstellar lines are analysed and what  infor- 
mat ion such an analysis may yield are the studies on the absorption spectrum of the 
interstellar gas in front of the bright O-star ~ Ophiuchi. In modern times the story begins 
with the analysis by Herbig in 1968, the first to note the very high densities required to 
explain the s trength of the Na and K lines. Newer analyses include the many lines in the 
ultraviolet detected by the Copernicus satellite and a few new optical lines in the far red 
(van Dishoeck and Black, 1986; Viala et al., 1988). One starts with the measurements of 
many lines: the Lyman lines of H ° , lines from various bands of H2, lines of HD, CO, CH, 
CH + , C, C + , C2, O, N, CN, C1, C1 + , Na. The observed line strengths are then compared 
to predictions based on a model tha t  consists of a symmetric plan parallel layer of gas, 
radiated upon by the interstellar radiation field. By varying the central density and the 



227 

Figure 4.4. (from C,P. de Vries, private communication). Two prints 
of the same part of a SERC Sky Survey plate. In the second print the 
low intensities are enhanced after digitization of the first print. Cirrus 
clouds show up very clearly. There is a very good correspondence with 
the lOOlzm IRAS measurements. 
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temperature in the gas van Dishoeck and Black (1986) and Viala et al. (1988) find that  
for certain values of the density and the temperature the model predicts the observed 
line strengths rather well. There remain, however, at least two points to worry about: 
1) although both sets of authors are successful, the two models are quite different from 
each other; 2) neither model explains all the line strengths: most notorious is the case of 
CH + which is observed at a much greater strength than theory can predict. A critical 
discussion of the differences between the two sets of authors is given by van Dishoeck and 
Black (1988). There is agreement that  the central density is quite high (nil =225 cm -3), 
which means that  the depth along the line of sight is less than 1 parsec, certainly much 
smaller than  the other dimensions of the corresponding gas layer: the gas must form a 
thin sheet or filament (actually, this had already been concluded, but  on less firm ground 
by Herbig in 1968). Van Dishoeck and Black stress the point that  the detailed models 
they make, interesting already by themselves, are also of great value for understanding 
the formation and destruction of such complex contraptions as large molecules. Especially 
in such "diffuse" clouds as the one in front of ~ Oph one can expect to be able to check 
models that  explain these molecules. 

4.3. N o w  w h a t  a b o u t  t h e  i n t e r c l o u d  m e d i u m ?  

I s tarted this chapter asking what the intercloud medium is like, the gas not inside the 
hot bubbles and not in the molecular clouds- the ordinary HI gas. This has led to a 
discussion of cirrus clouds, and how these may contain much of the hydrogen that  one 
sees in emission. At the same time the cirrus may also be the place where the optical 
absorption lines originate. Now a cirrus like distribution seems to be one that  fills only a 
small fraction of space, that  is, its filling factor is probably rather small. Thus I come back 
to the question: what fills the space between the bubbles, the molecular clouds and the 
cirrus? There are several different answers to this question and there is not a single one 
convincing: (1) bubbles may be so frequent that  there is no further space to put anything 
in; (2) warm atomic hydrogen, with temperatures of several thousands of degrees may 
fill the open space; Kalberla et al. and Payne et al. have seen some of it (see section 
4.1); (3) there is also the diffuse ionized medium seen in recombination lines of hydrogen; 
the most rarefied parts are seen in Ha  and the denser parts in H166a and in other radio 
recombination lines (see section 3.3.2). And let us not forget that  answers (2) and (3) 
might conceivably be combined into a medium partially ionized by stray radiation from 
O type stars. Clearly we donot know how most of the interstellar space is filled. The 
importance of this will become apparent in the discussions of section 5.3.2. 
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5. T H E O R Y  O F  T H E  I N T E R S T E L L A R  M A T T E R .  

5.1. W h a t  k i n d  o f  t h e o r y  can  o n e  e x p e c t ?  

Look outside on a day with clouds and some sunshine, and observe the complexity - of 
a single cloud or of the system of clouds. How would you describe this? How much can 
one predict further  developments, the weather? No less is the difficulty of finding an 
adequate theory for the interstellar medium. The problem emerged already from the early 
observations of interstellar lines in stellar spectra: rather  than forming a single, broad line 
- indication of a smoothly distributed medium - the lines soon were resolved in several 
narrow components,  with each component apparently referring to a discrete parcel of gas 
somewhere along the line of sight. Analysis of a large number of interstellar lines (and 
the addition of some information obtained from the statistics of interstellar extinction) 
led Spitzer in the late fourties to formulate a "standard cloud model": interstellar mat te r  
was described as a collection of spherical clouds, embedded in and in pressure equilibrium 
with a hot ter  ionized medium of lower density. This model is now rejected by probably 
all workers in the field, and it is easy to criticise. Yet, I think that  the debate about it 
had a healthy influence on the evolution of our insight. This suggests tha t  in interstellar 
medium research no progress is made unless there is a theoretical concept in the back of 
ones mind - a nd  it does not mat te r  whether one is for this concept or against. Spitzer's 
rudimentary  theory has now been replaced by a few others tha t  are more sophisticated. 
However the definitive theory has yet to emerge. 

What  kind of theory can one expect? Like the Ear th  atmosphere the interstellar 
medium is a thin gas subject to all kinds of forces. Interstellar gas is definitely a non 
-l inear system, where small, and at first negligible causes can dominate later events. It is 
thus impossible to find a fully deterministic theory, tha t  for a given input would describe 
at all times how the interstellar medium looks like. The best we may hope for, so I think, 
is a more or less statistical, global description that  in a general way will tell us what 
happens; to re turn  to the weather comparison: it is feasible to have a theory that  explains 
why England and the Netherlands have even more rain and south westerly winds during 
some part  of the year than during another; but  it is excluded to have a theory that  gives 
detailed predictions from day to day about each cloud and its shape and speed. Once we 
have a global theory for the interstellar medium we will be in a much bet te r  position to 
understand the role of the interstellar medium in the history of our Galaxy and in the 
shaping of other galaxies. 

Viewed on a galactic scale, the interstellar mat ter  has a disk like distribution, that  is 
sytematically deformed at the outer edge. The disk is in differential rotation. Near the 
center there is a hole and a then a concentration of gas at the center itself. We donot 
know what makes (or made) the hole and how old it is. There is some gas in the halo 
above the disk, and exchange of mat ter  and energy between halo and disk takes place. 
Is tha t  exchange only a marginal effect or one of great importance? The gas in the disk 
is constantly subjected to the radiation of stars, and especially hard photons that  ionize 
hydrogen can change the state of the gas (pressure and temperature)  by large factors. We 
distinguish between cold clouds of predominantly molecular hydrogen (with associated HII 
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regions), of cold clouds of atomic hydrogen, of diffuse gas, part of which is atomic, and 
part is ionized (the boundaries between these two are unknown, but may be sharp) and 
hot bubbles of highly ionized gas. Apart from photon input there is also much mechanical 
input: supernovae go off and blow bubbles, but also winds from massive stars will create 
bubbles and push the interstellar gas around. Spiral arms do form and perturb the flow. 
Magnetic fields are present and even when they do not dominate the events, they certainly 
have some regulating effect; and finally cosmic rays affect the magnetic fields. Interstellar 
matter disappears in newly formed stars and a fraction of the matter reemerges with a 
changed atomic composition in supernova explosions and through the winds of red giants. 
All these aspects shall be dealt with in the ultimate theory of the interstellar medium, the 
theory that is yet to be invented. 

5.2. Sources and  sinks of energy and  m a t t e r  

5.2.1 P h o t o n s .  

In section 3.7 I have mentioned already the interstellar radiation field as a source of energy 
for the interstellar gas. Let us now look at the overall situation. How much energy is 
available and where is it put in? Most important are the photons that can ionize hydrogen, 
i.e. with )~ < 91.2 nm. Estimates of how many such photons are being produced inside our 
Galaxy have been derived from radio continuum measurements by Mezger and Smith (see 
e.g. Guesten and Mezger (1982). For example Mezger(1978) estimates that in the Galaxy 
(excluding the galactic center) 3x1053 Lyman continuum photons are produced by O stars, 
ionizing about 2xl0SMo mass of hydrogen. Only 1/6 of the photons is absorbed in dense 
gas in HII regions, the rest (5/6) escapes. Leisawitz and Hauser (1988) discuss the fraction 
of escaping photons and estimate that it is between 2/3 to 4/5. There are other hot stars 
in the Galaxy: central stars of planetary nebulae and their successors, the white dwarfs. 
These hot objects are small fry next to the O stars, but occur much more frequently. A 
simple comparison shows, however that planetary nebulae produce less UV photons than 
main sequence, O-type stars and white dwarfs still less. From the comprehensive set of 
basic data on Lyman photons producing stars in Guesten and Mezger (1982) I estimate 
that there are about 3000 stars of spectral type 09 and earlier in the Galaxy (excepting 
the galactic center region). Each has a luminosity exceeding 1.7 105Lo. In contrast there 
are with some uncertainty about 20,000 planetary nebulae in the Galaxy (Maciel, 1989); 
assume that on average these have a luminosity of 5000 L o , and it is clear that the total 
luminosity of the massive stars exceed that by planetary nebulae by at least a factor 5. 
Clearly in the galactic plane the planetary nebulae produce less UV light than OB stars. 
White dwarfs have such low luminosities (N0.01Le, see Liebert et al., 1988), that although 
they live very long (~ 109 .yr), they are again a factor 5 less influential than the planetary 
nebulae. There is the possibility that far away from the galactic plane, where OB stars 
occur only incidentally, white dwarfs and planetary nebulae may provide a few very hot 
photons; it may be, however, that also there the white dwarfs and planetary nebulae are 
surpassed, this time by quasars. 

Where does all the energy go, or rather, what photons emerge from the gas and 
escape from the Galaxy? Calculations about the neutral and warm interstellar medium 
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point toward the C + 158 #m line as one of the major escape channels. Direct observation 
of this line in our Galaxy, but  also in other galaxies is expected to be of great importance. 
Through its measurement  we will learn much bet ter  where the energy emerges, and our 
insight in the total  energy balance will undoubtedly improve. Technically this infrared line 
is difficult to observe but  we are now close to a breakthrough and for example ISO will 
do a lot of important  research. First measurements of the line (Stacey et al., 1983, 1985; 
Crawford et al., 1985) support  this conclusion. Lines of O ° at 63 and 146#m may be of 
equal importance to the C + 158#m line. 

An impor tant  problem with only an uncertain resolution is the cooling of the hot 
bubbles (Shapiro and Field, 1976). Very hot gas is a poor  cooler, and the question is: if 
much of the supernova energy in the form of kinetic energy is t ransformed into thermal 
energy of the hot gas, how is a balance obtained? Can the hot gas get rid of the newly 
injected energy before the next supernova goes off? Radiation cannot  do this and the 
solution that  seems to be preferred is to have the energy transfered by conduction into 
cool gas or to have the bubbles float into the halo and there to cool off by adiabatic 
expansion. 

5.2.2 I n p u t  o f  e n e r g y  t h r o u g h  m o t i o n s .  

In this subsection I want to mention briefly various dynamical processes tha t  dump (kine- 
matic or thermal) energy into the interstellar gas. First  of all there are supernova explo- 
sions. As far as the interstellar gas is concerned a supernova is the sudden injection of 
a large amount  of kinetic energy in a negligible small volume. At first this consists of a 
very fast, spherical expansion of the outer layers of the exploding star.  Interstellar mat te r  
is swept up; when the mass of swept up mat ter  equals tha t  of the exploding star a new 
phase starts,  usually called the Sedov phase in which the radius, R, of the shock front tha t  
advances in the interstellar medium varies as  R ~ t 21~. At the beginning of this Sedov 
phase the shocked interstellar gas is too hot to lose a significant amount  of its thermal  en- 
ergy by radiation, but  radiation losses gradually increase and when they become dominant  
the Sedov phase ends and another  regime starts. At tha t  moment what  has been created 
is a large bubble of very hot gas surrounded by a layer of shocked gas. Most of the gas 
inside the bubble is of interstellar origin! Typically one assumes that  a supernova injects 
of the order of 1051 erg into the interstellar medium, and the rate at which this happens 
in our Galaxy is ra ther  uncertain but  is usually adopted to be one event in 20 to 50 years. 
This means that  supernovae are important  energy suppliers for the interstellar medium. 
However, supernovae inject their energy only locally whereas ordinary stars inject their 
(photon) energy much more homogeneously.  Another aspect is tha t  there are at least two 
types of supernovae and those of Type II are exploding stars of high solar mass, they will 
thus be O stars when still on the main sequence. Such stars are predominantly found in 
groups and thus one expects Type II supernovae to go off in each others neighbourhood 
and at relatively short t ime intervals. Type I supernovae have low mass stars as their 
origin; they will be more evenly spread throughout  the Galaxy and their explosions are 
uncorrelated events. 

Remnants of supernovae can be very well studied via their synchrotron radio emission, 
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via observations of optical filaments, and via their X ray emission. These give a good 
indication of the havoc made in the interstellar medium. A good review of supernova 
remnants is given by Reynolds (1988), another  is by McCray (1987). In theoretical studies 
of the supernova influence on the interstellar medium this wealth of information is reduced 
to a few very schematic statements,  and I often fear tha t  the simplification is too severe. 
As an example consider the following argument (originally due to McKee and Ostriker, 
1977): If the probabil i ty of a supernova going off within a distance R is given by a rate 
Q(R) and if R* is the maximum size of a supernova remnant  then f =l-exp[-Q(R*)]  is 
the fraction of space filled by supernova remnants.  It is easy to argue that  R* is so large 
that  f is almost 1: most of interstellar space will then be filled by supernova remnants 
(hot bubbles). But  much depends on the initial situation: did the supernova go off in a 
very thin, or in a ra ther  dense interstellar medium? 

Another  impor tant  source of high velocity motions are the fast winds produced by hot 
stars, especially the O stars - see the review paper by McCray and Snow (1979). These 
stars lose a significant amount  of mass at very high velocities - see the review by Cassinelli 
(1979); if one estimates its mass loss rate at 7x10 -6 M o / y r ,  its outflow velocity at 2000 
km s- 1 then each star dumps about  8x1036 erg s- 1 in the interstellar medium, which is, of 
course, only a small fraction (less than one 1%) of its energy output  in photons. Assuming 
that  there are about  104 such stars inside the Galaxy (see the introduction to section 5; I 
have increased the number given there to include also the B0 stars). I estimate tha t  the 
OB stars put  about  lxl041 erg s -1 into the interstellar medium via their stellar winds. 
Compare this with 1051 erg per supernova explosion, once per 20 years, which translates 
into 16x1041 erg s -1 . Although the supernovae have a higher input rate,  it is likely that  
the more gentle input by the OB stars lead to lower radiation losses of the shocked gas and 
hence to a much more efficient transfer of kinetic energy by stellar winds to the interstellar 
gas. 

Two other dynamical forces that  shape the interstellar medium will be mentioned, 
without  further  discussion: magnetic fields, and spiral arm pertubat ions of the gravita- 
tional field. They  should both be taken into account, but  it is not at all clear how. Finally 
I mention the subject of the high velocity clouds: clouds detected in the 21 cm line outside 
of the plane of the Galaxy with high velocities (up to 200 km s- 1, see section 3.4.). They 
may plunge into the Galaxy and produce a large local per turbat ion.  

5.2.3.  I n t e r s t e l l a r  m a t t e r  i n t o  s t a r s ;  s t a r s  i n t o  i n t e r s t e l l a r  m a t t e r  

Interstellar gas disappears when a star is born. Some of the mat te r  will be returned,  via 
stellar winds or when the stars die as supernovae (the more massive stars do this) or when 
the lighter stars turn  into red giants that  turn into planetary nebulae under  ejection of 
a large fraction of their mass. The disappearance and later reappearance of interstellar 
mat te r  is a cycle of fundamental  importance in understanding the evolution of galaxies. 
In this summerschool it is t reated in detail by Lequeux in his notes on stellar populations. 
I will therefore skip the subject here, and extract  one point tha t  connects with the overall 
estimates made in the previous section: in our Galaxy there yearly disappears about  5 Mo 
of interstellar mat te r  into newly formed stars. 
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There  is one other aspect of the cycle tha t  concerns us here: the formation of dust 
particles. Their  formation requires relatively warm (1000k), relatively dense (106 cm-3)  
regions. Those conditions occur in the stellar winds of cool giants. There  is now a large 
amount  of well understood evidence that  shows that  red giants loose much mass indeed, 
before they turn  into planetary nebulae and then into white dwarfs. The winds flowing 
from these stars are slow (and thus dense) and cool: dust particles easily condense out. 
Observations show that  the outflowing gas can be characterized according to the question 
whether  there is more oxygen than carbon or less. In an atmosphere not enriched by nuclear 
synthesis oxygen dominates, but  when convection in deep layers has added products of 
nucleosynthesis then carbon dominates. This simple change in the balance of the trace 
elements has dramatic consequences for the appearance of the star: the chemistry in the 
outer atmospheric layers is quite different between the two abundance states. This is 
reflected in the kind of dust particles that  forms: "in oxygen rich envelopes" silicate type 
dust grains form, in "carbon rich" envelopes graphite type particles are born. One of 
the remarkable features of galactic evolution is that  in our solar neighboorhood there are 
relatively few carbon stars; in the galactic center region the carbon stars are even more 
rare. But in the Magellanic Clouds carbon rich stars occur more frequently than oxygen 
rich stars. This suggests tha t  metal abundance has some influence on the formation of 
Carbon stars. 

We are left with the question whether enough dust grains form from condensations 
in the winds of red giants. When we assume that  yearly 2 planetary nebulae are formed 
inside our Galaxy, that  their average main sequence mass was 2 M o and that  ult imately 
0.6 Mo is retained forever in the white dwarf that  remains behind, then red giants return 
2.8 M o to the interstellar medium. This is significantly less than what  disappears into 
newborn stars (5 Mo,  see above) and the amount of interstellar mat te r  in our Galaxy 
constantly decreases. As there is about 10 l° Me of interstellar mat te r  in our Galaxy, the 
supply is enough for 5x109 yr, when the present day rate would continue. This t ime is 
less than the Hubble time, and thus we have a problem. The problem occurs in identical 
form if we ask ourselves where interstellar grains are being made and whether enough of 
them are being made. The answer is no: there is a net disappearance of interstellar gas 
and thus also of grains, unless the mat ter  returned by red giants is a factor of two richer 
in dust grains than the gas from which the star formed. 

5.3. L o c a l  T h e o r i e s  o f  t h e  i n t e r s t e l l a r  m e d i u m  

The te rm "local theory" is used here to indicate tha t  the interstellar medium is t reated as 
a closed system of limited extent.  The  theory considers only the galactic gas layer, and 
does not consider large scale galactic exchanges, e.g. between halo and disk; neither is the 
role of the galactic centre discussed. "Local" is not used in any depreciative sense: it is 
quite possible tha t  global theories can be built from local theory. Two main theories will 
be discussed. 

5.3.1.  T h e  t w o - p h a s e  m o d e l  

The model is based on heating of the interstellar mat te r  by low energy cosmic rays and 
was first proposed by Field et al. (1969; "FGH") see also Field (1976). The model has 
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been changed and reformulated several times using different heating mechanisms, but  the 
essential features have always been retained and for educational reasons it appears justified 
to discuss the old "FGH" paper. The start ing point  is the partial ionization and heating 
of neutral  atomic hydrogen gas by low energy cosmic rays, and the cooling of the gas by 
trace elements. As stated in section 2.3 the heating rate of the gas, symbolized by F 
erg.cm-a.s  -1 ,  is proportional  to the density of the gas, nil,  and to the ionization rate, ¢. 
The cooling rate of the gas, symbolized by A erg.cm-a.s  -1 ,  and determined by inelastic 
collisions between the free electrons and trace elements, such as C + , is proport ional  to 
n~ squared and further  depends on T. Thermal  equilibrium requires A = F and this 
leads to a relation between nit and T: to each density there belongs a certain equilibrium 
tempera ture  and hence a certain gas pressure, .nn kT. Thus one may have a s tat ionary 
interstellar medium in which various "phases" coexist in pressure equilibrium- see figure 
5.1 where these phases have been indicated by roman numerals. 

,_.~41 I I I -'1 

I i I I 
-I 0 I 2 

log n (cm "s) 

Figure 5.1. (from Field et al., 1969). The "pressure" of the interstellar 
medium (actually the product of density and temperature) as a function 
of the density of the gas, when the gas is heated by low energy cosmic 
rays. The Roman numerals I, II, III denote three phases that can co- 
exist in pressure equilibrium. Phase H is however "thermally unstable" 
and any gas in this phase will go into I or into III. 

Closer s tudy of each phase shows that  some are not stable: in a small compression 
around point II the radiative losses increase by a larger factor than the energy gains, so 
tha t  the pressure continues to decrease and the condensation continues to grow. The 
equilibrium at point II is called "thermally unstable" - see Field (1965). Points I and III 
are stable and hence can represent real phases of the interstellar gas. Par t  of the success 
of the FGH theory was that  by selecting the right pressure it explained most interstellar 
observations then known. A weak point was the ad-hoc assumption of a rather  large 
cosmic ray flux (~ = 10-15s-1).  It is now clear, e.g. from studies of chemical equilibria 
in molecular clouds, tha t  S" is smaller by at least a factor of 10. In addition a totally 
new phase of the interstellar mat te r  has been discovered, tha t  does not occur in the FGH 
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proposal: the hot interstellar medium (see section 3.5). This phase and its possible origin 
in supernova remnants indicate the need for a dynamic model rather than a more or less 
static model, like FGH. Nevertheless thermal instabilities may play a significant role in 
seperating phases, and to have this outlined may be one of the major gains obtained from 
the FGH model. The important question remains about the source of energy that heats 
the cool gas and by what mechanism the energy is transfered- if, as it appears, the comic 
rays are insufficient. The question is unanswered at the moment, but there is a good 
candidate: photoionization of interstellar grains (de Jong, 1980), especially when the very 
small grains are as efficient as has been proposed (Puget, Leger, Boulanger, 1985; Lepp 
and Dalgarno, 1988). The mechanism has the same dependence on density as cosmic ray 
heating and the general conclusions about the two phase model remain valid (Shull, 1987). 

5.3.2. The  th ree -phase  model  

Cox and Smith (1974) noticed that the spheres created by supernova shells may last so 
long that there is a finite probability that a second supernova will go off inside. This 
second explosion will find itself in surroundings quite different from those of the first ex- 
plosion; it will reenergize the remnants of that explosion and enlarge the volume. A third 
supernova may follow and so on: Cox and Smith suggested that a tunnel system of su- 
pernova remnants could grow, "much like the holes in a Swiss cheese". This suggestion 
has subsequently been taken up by McKee and Ostriker (1978) who constructed a super- 
nova regulated, dynamic model for the interstellar medium. They propose that most of 
interstellar space (80%?) is taken up by the hot interstellar medium. Neutral clouds are 
continuously being born out of radiatively cooling shells of supernovae, and they disappear 
by evaporation after they have entered the hot medium. Each cloud consists of a core of 
neutral hydrogen, surrounded by a layer of warm neutral gas, which in turn is surrounded 
by warm ionized gas - see figure 5.2. 

The basic dynamic equilibrium is between formation and destruction of the clouds, 
whose origin is in new supernova remnants. The basic parameters in this model are the 
energy input by supernovae (their frequency times the average energy per supernova), the 
density of the "intercloud" medium into which the supernova expands, and the radiation 
field, especially in the far UV, since it has significant effects on the neutral material. A 
critical question is whether supernova events are uncorrelated or whether they occur in 
bursts, e.g. in young associations of massive stars. The supernova rate is uncertain. An 
overall value for the whole Galaxy may be estimated, but the distribution of the probability 
over the face of the Galaxy is totally unknown; also correlation between supernova events 
is likely (at least for supernovae of type II). The density of the intercloud medium may 
be something of a chicken and egg problem: if the density is low, the supernova remnants 
expand sufficiently fast and the density will remain low. If it was high to begin with the 
firecracker will stop before it took off. There is thus too much uncertain about the basic 
parameters of the model to feel comfortable. 

The three-phase model leads to a number of quantitative predictions that are in gen- 
eral agreement with observed values. There are, however, some observational objections 
(see Shull,1987), of which I mention especially those concerning the distribution of the neu- 
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A CLOSE UP VIEW 

Figure 5.2. Figure 5.2 (from McEee and Ostriker, 1977} The small 
scale structure of the interstellar medium: a region of 30pc x ~Op¢ 
is shown. A supernova produced shockfront moving from the upper 
right hand corner towards left below overruns several small clouds of 
neutral hydrogen. Each cloud consists of a core of cold neutral hydrogen 
surrounded by a warm halo. Once the clouds enter the shoekheated 
region they are compressed and begin to evaporate. 

tral atomic material: in the model the cold and the warm material are both supposedly 
contained in small clouds contrary to the evidence from the 21cm line data; the obser- 
vations (see section 4.2) yield much larger quantities of warm neutral hydrogen and cold 
hydrogen associated with a cloud (see section 4.2) than is predicted by the theory. An 
interesting improvement of the model has been proposed by Cowie (1987). Cowie also 
discusses the dissipation of the energy input by the supernovae; it is too slow. He suggests 
that the bubbles rise into the halo and burst, leading to a galactic fountain, much along 
earlier ideas expressed by Shapiro and Field (1976). 

5.4. Ha loes  and  foun ta ins  

The discovery in the fifties of interstellar clouds at large (kpc) distances from the galactic 
plane (see section 3.4) raised the problem how these clouds could survive if they existed 
in vacuum: if they were not confined they would expand in a relatively short time and 
disappear from sight. In 1956 Spitzer proposed that the clouds are confined by a thin, 
high temperature gas, the gaseous halo. In brief he proposed that the gas should be in 
hydrostatic presence equilibrium, with a temperature of 106k and a density at the base 
of 0.0005 cm-3. Later Field (1965) showed that such a halo is thermally unstable and 
might ultimately shrink or expand indefinitely. A next major step came when Shapiro and 
Field (1976) realised (i) that hot bubbles blown by supernovae have a thermal pressure 
much larger than the rest of the interstellar medium and thus cannot be confined by that 
medium and (ii) that the cooling of the bubble gas would take a very long time, longer 
probably than it would take the next supernova to go off inside the bubble and thus add 
new thermal energy. A steady dynamical equilibrium could then not be reached. Shapiro 
and Field therefore proposed that the bubbles would float upward, outside of the disk of 
the Galaxy, a phenomenon they termed "galactic fountain". 
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An elaborate model of a galactic fountain was then presented by Bregman (1980) and 
by Habe and Ikeuchi (1980) - see figure 5.3. 

~ . . . . .  " "  

SUN 

Figure 5.3. (from Bregman, 1980) Hot gas rises from the disk of our 
Galaxy, cools by adiabatic expansion, condenses into "high velocity" 
clouds and then falls back. 

Bregman's major concern seems to have been to explain the high velocity clouds. A 
problem not solved by him (the observations were barely known) is the presence of ions such 
as C 3+ , Si 3+ , and N 4+ seen via interstellar absorption lines against stars in the Magellanie 
clouds with IUE; these ions would be quickly ionized in a fountain. Bregman suggests that 
the ions are boundary layers between halo gas and clouds that have begun to condense 
out. In recent years Chevalier and Fransson (1984; see also Fransson and Chevalier, 1985) 
have proposed that cosmic rays support the halo; the rays diffuse slowly outward from the 
galactic plane and above a distance of some 400 parsec they would support a gas of rather 
uniform density (estimated at 0.0016 cm-3). This very thin gas is rather cool (12,000 k 
above 1 kpc) and is photoionized by quasars and active galaxies! Such a gas seems to offer 
a better explanation for the presence of the ions seen by IUE. 
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6. S U M M I N G  U P  W H A T  H A S  N O T  B E E N  D I S C U S S E D  

In a limited course one can teach only a limited amount  of mat ter .  There  are several 
items that  I didnot discuss but  that  would have been included had there been more time 
available: 
(1) The origin and future of the galactic disk of interstellar matter :  was it born as thin 
and as flat as it is now, and did it take a long time to settle? Why is it warped at the 
outside? Why is there a 3kpc hole in the center? 
(2) The origin and maintenance of spiral arms. The gas disk of our Galaxy has a tendency 
to form spiral arms. How are spiral arms shaped? What  is the difference between the 
interstellar gas inside and outside spiral arms? 
(3) Gas in external  galaxies. What  are the similarities and what  are the differences between 
various (types of) galaxies and is our Galaxy different from the rest? Much progress in the 
field is to be expected from extragalactic studies. Global properties are be t te r  determined 
in other galaxies than in ours- for example the content and maintenance of spiral arms 
is much bet te r  studied in other Galaxies. Recently much detailed information has come 
available about  other galaxies in the local group, notably the Magellanic Clouds, M33 and 
M31. 
(4) Molecular clouds are a very important  component  of the interstellar medium. Yet I 
have not discussed them in detail, but  only mentioned their overall galactic distribution. 
The topic is of great importance but  also tends to develop into a subject of its own. Directly 
connected with the molecular clouds are the HII regions and the subject of the formation 
of stars. This last subject is of fundamental  importance for all our ideas on the history 
of galaxies; there is considerable progress and it develops very strongly into a subject by 
itself. 
(5) Supernova remnants have always been beautiful subjects of interstellar mat te r  research. 
They are now being observed in X- rays and at radio and optical wavelengths. They 
also tend to form a subject of their own, uncoupled from the rest of interstellar matter .  
Somewhat connected with this topic is the s tudy of bubbles blown by the fast winds from 
hot main sequence stars. 
(6) My own favourite is the s tudy of cool circumstellar envelopes. They  are seen around 
late type giants and can be observed in a large number of ways. Their  importance lies in 
the product ion of dust and in the amount  of mat te r  they return to the interstellar medium. 
Planetary  nebulae are related objects. 

As you see, dear reader, there is much to be discovered in the l i t terature beyond 
what  I have taught.  I am convinced that  there is even more to be discovered outside the 
l i t terature and in nature.  I wish you good luck! 
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1.  W h a t  i s  a n  I m a g e  ? 

The astronomical sky is a two-dimensional distribution of intensity of electromagnetic radia- 
tion. 

We define the specific intensity I (8, parameters), where 0 is the angular direction. Units 
are W rn -2 sr -1 H z  -1 or photons s -1 m -2 sr - i  H z  -~. 

The parameters may be : wavelength A (or radial velocity), polarization, time...etc. 
In practice, the signal is received from the source at 0 in a finite angle AS. One measures 

the spectral illumination 

f f~o I(O, param.)d0. 

The real image is degraded with respect to the source 0 ( 8 )  : 

• the finite size of optical instruments creates DIFFRACTION. This is an ultimate 
physical limitation due to the nature of light. 

• the finite quantity of energy reaching the detector creates NOISE. This is an ultimate 
physical limitation due to the signal itsel£ 

• There axe distorsions of the signal between the source and the instrument, due to various 
causes : atmospheric turbulence, scintillation due to interplanetary medium, gravitational 
lensing... 

The image process starts from the object 0(/9) and produces the image 1(/9). Conversely, 
the restoration process recovers an estimate of the object 0(8) ,  from the image I (0 ) .  

An image may be studied in the Fourier domain. Let define Fourier transform of F(x )  
by 

= [ ~  F(=)exp(-2i~8~)d~ P(8) 
. 1 -~  

and extend to two-dimensions 

F ( f )  = g F(O)exp(-27riO.f)dO 

We define f ( f )  as the complex image spectrum. 
Property : any image given by a physical system has a spectrum going to zero beyond 

some cut-off frequency. 

i(f) = 0 for Ifl >- f~ 

As a consequence, by application of the sampling theorem (Shannon), I (0 )  is fully determined 
by discrete samples distant of 1/2fc .  

We define conjuguate domains 

I(O) ~=~ f ( f )  
F T  

and it is equivalent in terms of information content to know the image or its Fourier transform. 
The information can be sampled in either two-dimensional spaces. For a general discussion 
of information in images, see [1]. 
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1.1 A R e a l  I m a g e  D e t e c t o r  

The pixel (picture  element) is the per iodic  pa t te rn ,  a × a in size. The sensitive area may be 
smaller. The geometr ic  coverage is the rat io of sensitive area to pixel area a 2. The format  is 
N × N, for a square detector  of N 2 pixels. The sensi t ivi ty profile S(O) across the pixel is not 
necessarily uniform. Fig. l .1  i l lustrates  some of these propert ies .  

(a) -- • - 

Interpolating function 

T(f) 

I , , , l l l l  l l l l l l ,  o 
Sampled image ~c • ~*II f 

(e) (b) ie) f° rs 
(0 

Fig. 1.1. Sampling of an image : (a) the input intensity profile; (b) the input spectrum, band-limited by the 
receiving system, with cut-off frequency fc; (c) the required sampling of the image at intervals AO = (2fc)-t  ; 
(d) the interpolating function ~inc (2leO); (e) the plxel sensitivity profile of S(O) of width b ; (f) the filtering 
effect of the tfixel finite size. 

1.2 D i g i t i z a t i o n  

Let represent I(O) on a finite, discrete number  of values i l  , i2, . . . ,  ik.. . ,  i,~. These values can be 
equally spaced, or on log scale, or other  : ik+l = ik+ Ai, log ik+l = log ik+Ai . . . e t c . ,  Let define 
the dynamic  range as the rat io  iN/il and define the number  of bits n : n _> log 2 (dynamic  
range). One often considers mult i -dimension da ta  storage mad handling.  For example da ta  
cubes I(O=,Ov,P ) where P is a pa ramete r  such as wavelength, time.. .  

1.3 G r a p h i c  P r e s e n t a t i o n  

The graphic presenta t ion  of an image with appropr ia te  display methods  is essential,  not only 
for adequate  communicat ion,  but  also for proper  percept ion of the searched information by 
the eye. An image can be made more explicit  by a number  of ways : 

• Iso - I(O) contours or iso - log 1(0) contours. 

• Gray levels : the dynamic  range of the eye is 16 at most.  
• Color levels : they offer a much larger dynamic  range (10 3 ) due to the chromatic  

sensit ivity of the eye. 

• Three-dimensional  plots.  

...etc. 
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interhgne ~,, ~ . . . . . .  ", ~ . - ~ -  ~ - - .  

I 
0BJET 

Fig. 1.2. An example of pattern analysis using the Fourier transform of an image . On ]eft I(9) is the writ ing 
of somebody. On right the modulus li(S)J, dearly showing the global properties of the writing (mean spacing, 
inclination, angular dispersion...). [After Charrant et al. Courrler du CNRS, 66, 105 (1987)] 

1.4 Image storage 

The amount  of information present in an image may be very large. Assume for example a 
Charge Coupled Device or CCD [format N 2 = (1024)2], taking exposures every 10 secondes 
for one night of 10 hours on a 16 bits range. This is 

16 × N 2 × 3.6 103 ~ 6.101°b/ta 

larger than the storage capacity of an optical disk (~  109b/is) ! Compare  with the eye, which 
can absorb about 10 l° bits per second ! 

1.5 Image Processing 

All sorts of t ransformations may be a posteriori applied to an image I(0). Examples  will 
be found in radioastronomy such as filtering, smoothing, increasing the spectral coverage (i.e. 
creating new information taking in account physical constraints on the object.. .) or in optical 
as t ronomy as time-averaging, noise filtering...(Fig 1.2 and 1.3). 

Fig. 1.3. An example of a posteriori image processing. The low spatial frequencies have been suppressed in 
this image, taken by the SPOT satellite on Strasbourg area. High spatial frequencies reveal the discontinuities 
(such as harhour, roads, the Rhine...). ~)M.P. Stoll, ENSPS 
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1 .6  N o n - O p t i c a l  I m a g i n g  

It may happen that it is impossible, for some radiation, to fred suitable materials or systems 
(lenses, mirrors) to produce an image, or to achieve the required resolution. Interesting 
approaches have been developed to circumvent these cases. 

The trivial case is the Camera obscura or stenope, which provides a quasi-image, with a 
very poor use of the available energy. The principle is improved  in -y-ray cameras, where the 
input pinhole is replaced by a half-transparent, half-opaque mask, projecting its shadow on a 
multi-pixels detector. A suitable choice of the mask transparency function P ( r )  at position 
r leads to a unique inversion of the convolution relation 

where S( r )  is the signal at pixel r ,  d is the distance mask-detector,  I the source intensity in 
direction 0. 

Several -),-telescopes use this technique (Fig.l.4). The SIGMA telescope (France-USSR, 
launch 1989) has 53 x 49 pixels, and a 10 arc min angular resolution, to be compared with the 
best achieved to date, namely 5 ° with the COS-B satellite. The planned GRASP telescope 
(NASA-USA, launch ca.1993), has 3602 pixels, with 1 arc min resolution and d = 4m. 

I~ ~a~ee de ha~e 31x29 

Nas~e Code 53x49 

Fig. 1.4. Coded masks for the SIGMA telescope, in the -y-rays energy range 30 keV-1.5 MeV. The Field of 
View is 4.4 x 4.2 degrees. 

1 . 7  D o p p l e r  I m a g i n g  

The goal here is to "image" the surface of a star having a diameter smaller than the angular 
resolution of an optical telescope. One uses the fact that  the emission of a given spectral 
line varies from point to point on the star surface, and has a line-of-sight velocity, hence a 
Doppler effect on the line frequency, depending on the point, due to the stars rotation. The 
intensity and frequency of the line become periodic and time-dependent.  Assuming a proper 
model of the emitting zone, latitude, longitude and extension of this zone (i.e. an "image") 
can be obtained. The sensitivity can be increased by using a set of lines and a spectral mask. 
The interesting fact about this method is that  a unique solution may be found by inversion, 
even for rather complicated distributions of intensity on the star surface. 



249 

) 
Fig. 1.5. Doppler Imaging. The spot (gray) gives one or several emission lines in the star spectrum; the 
wavelength and intensity of these are modulated by the star rotation. Velocity V, projected on the line of 
sight, depends on the spot location. 

1.8  A b e r r a t i o n s  

Let consider an optical system forming an image. When, from the point of view of geometrical 
optics, the image of a point is a point, the system is diffraction-limited and free of aberrations 
(perfect stigmatism). Then diffraction modifies this "geometric point" according to diffraction 
theory (Chap.2). 

Consider the case of a parabolo~d mirror, perfectly stigmatic at its focus for rays parallel 
to axis. The osculating sphere to the parabolo~d has same focus, but the geometric image 
given by this spherical mirror is no longer a point : it presents spherical aberration [2]. 

;9.' °f:.° I.b ° r ........ 

sourca object pup11 image 

Fig. 1.6. P0 is object, P1 is the geometric (Gaussian) image of P0 through system. The insert gives the traces 
of rays around P1. 

~I" = gaussian image 
aberrated 

Fig. 1.7. The formation of the gaussian image P1 (perfect spherical wave fronts) and the aberrated intensity 
distribution around P1, produced by the aberrated wavefront. The optical path is ~ = ~(P0 ; / / )  = [P0 ; HI --- 
[qq]. From P~r[~] 

On Figures 1.6 and 1.7 is shown the process of formation of the aberrated intensity 
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distribution around P1- The optical path • between P0 and P1 can be expressed as a function 
of coordinates of P0 (source) and of / /  (part of the system used by the ray). If there are 
departures from axis of system, ~ can be developped in limited power expansion of P0 and 
H coordinates. Let assume the system to be rotationnally symetric, define position o f / / b y  
polar coordinates p, a ,  define position of P0 by distance y0 to axis, which is both convenient 
and not limiting the generality (Fig.l.8), then 

~(4) 1 4 1 2 2 
= - Bp - cy p 2 cos -  Dy0p + Ey pcos + Fy0p cos 

This polynomial shows the lowest degree terms of aberrations, known as the five primary 
SEIDEE aberrations. 

• all zero if p = Y0 = 0 
• B, C, D, E, F are coefficients characterizing the system quality 
• the values of these five terms may be as small as ~ or as large as 100A depending on 

the system. 

mirror image object 
plane inflnity 

Fig.  1.8. This  d iagram shows the meaning  of p, ct, Yo on the simple case where object is at infinity (and 
defined by angle 00 = lira y0/distance) ,  and sys tem reduces to a simple mirror (telescope primary).  From 
Ref.[2]. 

Let characterize these aberrations in the following list : 
• Spherical aberration 1 4 - ~ B p  . It affects the on-axis image (Y0 = 0) for a finite diameter 

D aperture. Hence, for given f, it varies as D 4. 
• Coma +yop 3 cos c~. It affects the off-axis image since it is slightly Y0 dependent, but is 

strongly aperture dependent (p3). 
• Astigmatism -Cy2op 2 cos 2 a. 

1 /3 .2 A2 • Field curvature - ~ Y 0 Y  • It affects more the off-axis image, and is not circularly 
symmetric for C ~ 0. 

• Distorsion Ey~opcos a. One shows that this leads to a stigmatic but distorted image. 
Figure 1.9 shows the corresponding wavefront. 

1.9 Overview of Images in Astronomy 

We cannot describe here in detail the diversity of astronomical instruments, namely the 
telescopes, aimed at the production of images. They are described in references [3], [4], [5]. 

Fig.l.10 gives an overview of the angular resolution achieved to date in images formed in 
the spectral domain extending from 0.1 /.tm to 1 cm (ultraviolet to radio), limited either by 
diffraction or by the atmospheric turbulence (see Chap.3), obtained with the most powerful 
astronomical instruments. This graph dearly points on interferometric techniques as the tool 
to achieve high angular resolution (Chap.5). 
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" "" . . . .  7/ . . . . .  "" 

1#1 {d) 

Fig. 1.9. The five optical aberrations. 4~ is the departure of the wavefront from the gaussian sphere, ~ and 7/ 
are the coordinates in the exit pupil of the system (from "Born & Wolf - Prineiplea in Optics", Ref.[2]) 

~J 

9 

m 

1 0 3  ' I * I ' I ' 1 ' ~ o  ] 

10' IRAS 1983 O \ 9 ~  ~ : ~  

,o i 

lO -I .?& o.~=~" sy" 

O.l .am l/m~ lO pm ]00 pm l mm ! cm 
V/avclength 

Fig. 1.10. Angular resolution in the wavelength range 100 n m - 1  cm obtainable in 1985 (heavy lines) and 
foreseen for the year 2000 (lighter lines). All lines with unit slope correspond to the fundamental diffrac- 
tion limit. The gain in angular resolution and the extended spectrM coverage for space-borne instruments 
is obvious. The grey areas show the absorption of the Earth's atmosphere (From Ldna P., Observational 
Astrophysics, Springer 1988). 

The format  of as t ronomica l  images is heavily dependen t  on the format  of the detectors  
themselves.  F i g . l . l l  gives an overview of the ext reme variabi l i ty  of these across the electro- 
magnet ic  spec t rum.  The o u t s t a n d i n g  posi t ion of the photographic  plate  emerges, even if it 
sensi t iv i ty  is nowdays  surpassed by other  types of photoelectr ic  detectors.  
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g 
10 - -  photogrophlc p lates 

CCD 

103 --c0ded 
masks 

I I C I ~ I 

I MeV 1 keV l~m I mm I m I krn 
~ene rgy  

Fig. 1.11. The format of astronomical detectors, or astronomical images at radiow~velengths, across the 
electromagnetic spectrum. 

2. Optical Imaging 

The notion of wave coherence is central in imaging, especially in the interferometry techniques 
developed at radio and currently at optical wavelength (Chap.5). It is therefore useful to recall 
the main concepts of coherence. 

2 . 1  C o h e r e n c e  o f  t h e  E l e c t r o m a g n e t i c  F i e l d  

Let V(r,t) be the electric field, a random, stationary process. We define the complex degree 
of coherence 

"~12(T) = <VI(~)V2*(~ -~- T))  1/2 

"Y12 describes slmultaneously temporal  (v) and spatial coherence ( r 2 -  r l ) .  For quasi- 
monochromatic  radiation of spectral width Au, one describes its power spectrum 

S(v) = exp - ~ as the average spectral density of Y(t)and R b ' )  = exp - ~ its 

antocorrelation , 
where rc is the coherence time, A~ the spectral width, r~A~ ~ 1,cre the coherence 

length. 

2 . 2  Z e r n i c k e - V a n  C i t t e r t  T h e o r e m .  E t e n d u e  o f  C o h e r e n c e  

Consider quasi-monochromatic radiation k and search for area A_ to k and solid angle around 
k where coherence is maintained, i.e. [3'[ ~ 1. The etendue or throughput  is a2~ 2 ~ A 2' as a 
first approximation of the throughput  where spatial coherence is maintained. 

Consider the illumination of a screen by a source of quasi monochromatic  radiation. 
Points of the source are mutually incoherent (atoms). The final illumination is the interference 
of all signals reaching the screen. Let simplify the case : large distance between source and 
screen, small source and small screen (Fig.2.2). 
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Fig.  2.1. Etendue of coherence 

SOURCE SCREEN 
Fig. 2.2. Source and screen 

Then I 1 (o)1 = f f  (O)dO 

I(0) is the source intensity distribution 712(0) ~ I(0), with a normalization factor. 
Example : Circular source of uniform brightness 

27r Oo p 
171~(0)1 - I2J~(u)l u - J~ is the Bessel func t ion .  ' )t ' 

If the source is at infinity, 00 ~ 0, 7 = 1 over the whole screen. 
If the source radius subtends angle 0o : u < 2, 7 > 0.577, E = ~rp 2 ~r002 = A s. This defines 

the etendue of coherence A2. Note that  the value 0.577 is convenient, but arbitrary. 
Application : Consider a star at 10 pc with radius R0 = 1.5 10m, no limb darkening (i.e. 

disc of uniform brightness) hence 00 = 100milliarsec. At A = 0.5/.tm, the radius of coherence 
= 63.7cm and indeed wavelength dependent. is p = ~o--~ 

2 . 3  I m a g e  F o r m a t i o n  

Any imaging system (telescope) only uses a limited fraction of the incoming wavefront from 
the source and diffraction will therefore per turb the ideal image. 

incoming wave diffracted wave 

at infinity 

Fig.  2.8. Diffracted wave at infinity (Fraunhofer diffraction) 

The ampli tude of the diffracted field V(t) is proportional  to 

J~sc  7' 
G(r )exp  [ - 2 ~ i  ( 0 1 -  00) .5]  dv 

rcell ~ -  
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pupil autocorrelation 

- -  v 

Fig. 2.4. A simple one-dimensional pupil mad its filtering MTF. The impulse response [KI 2 is shown. 

which again shows a pair of Fourier transforms : 

diffracted field ~ pupil function G(r) 
FT 

The pupil function G(r) is defined as 0 or 1 depending on pupil transmission at point r .  The 
diffracted pat tern at infinity, which is the interference of all diffracted waves, can be brought 
at finite distance with a lens in its focal plane. 

Relation Source-Image. Let define K(Oo;01) as the transmission of the system, i.e. the 
complex amplitude per solid angle unit around 01 as image of object of unit amplitude, zero 

J t 

phase at O0 • If V(Üo) = *(00 - 00), then V(01) - K(Oo;Ül ). The image intensity is then 

IKI 2 
We define isoplanicity when there is translation invariance in a certain field of view 

Then 

and 

t 

K(Oo;Ül ) = K(OB1 - 0o) 

V(O~) =//~o~rce Vo(Oo)K(01 - Oo)dOo 

/ ip  r dr 
u p l l  

with a proportionality normalization factor. 
These results lead to the incoherent illumination case giving the image I from the object 

o 

/ /  O(O0) ]K(81 - 80)l 2 d00 I(O1) 
J J s o  l l r c e  

which has the following consequences : 
• V~m~geis a convolution : V(O) = Vo(O) * K(O) easy to express in Fourier space as a 

multiplication 1 7 ( f ) =  Vo(Y).[f(y) 
• /~(~) is the amplitude transfer function of the pupil and acts as a spatial filter. 

• /im~geiS a convolut ion:  I(0) = O(0) * I K ( 0 ) ]  2 , or expressed in Fourier space 

? ( f )  : 

T 

is the modulation transfer function (MTF) or spatial filter 

Y 
created by the pupil. Fig.2.4 gives a one dimensional example. 
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Point-Spread Function (PSF). Let assume a point source 6 ( 0 - O o ) a t  0o .  The image is 

T ( o )  --  In the case of a circular pupil 
L J 

is the Airy function with its diffraction rings. Numerically, a 6 m diameter telescope (op- 
tical) at A = 0.5#m gives wc = 60 arc sec -1 ,  8~ 1.22A = 20 miUiarcsec  while a 100 m 

---~ D 

radiotelescope at A = 18 cm gives f ,  = 3.10 -1 , ~c = 8 arc sec. 

The Rayleigh criterion for resolution is 

A le2 -011 > 1.22-~ 

the first zero of point source 1 coinciding with the maximum of point source 2. 
The MTF is a finer description of the system properties than the Rayleigh criterion. 

Disconnected Pupils. It is possible to build the pupil function G(r )  as a multiple aperture, 
therefore extending arbitrarily the frequency cut-off, making fc = B / A  as large as needed. 

0 

re= v¢= e/ /~  

Fig. 2.5. Two sub-pupils of diameter D separated by a distance B form the pupil G(r). The MTF T(f)  
shows the band-pass around ft. F is the common focus. 

• The PSF contains only a limited range of spatial frequencies, i.e. the image appears as 
"fringes". The approximate correspondance between one object-point and one image-point 
is washed out by the spatial filtering. A single value of B ,  distance between sub-pupils, is no 
longer adequate to get the image. 

• A complete exploration of the f - d o m a i n  for If] -< fc allows the determination of/~(f) 
hence of 1(8) as if it where given by an optical system being diffraction-limited of diameter 
Arc. A measurement made at a single fxequency is a sample in Fourier space (it could, by 
analogy with pizel, be called frequel), of width g f  = ~ .  This is the basic principle of Aperture 
Synthesis, building up the image by successive measurements carried in the frequency domain. 
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The Normal Image Revisited. Consider the pupil G (~) entirely made of N identical sub- 
pupils, g~(r/A), i = 1, N (Fig.2.6). Linearity of field V(t) superposition leads to 

u ( i )  -- k,(I)  
N 

and the transfer function is, with designating convolution 

T( f )  cx K ( f )  • K ( f )  = ~ ki * ki(f)  + ~ Z ki # j ( f )  • k j ( f )  
N ~ J i 

Each pair of sub-pupils contribute to a spatial frequency in the image and the image is the 
sum of all Fourier components. 

A pupil is considered as redundant if two sub-pupils contribute to the same frequency 
component. 

main Pupil 

upl l  

Fig.  2.6. Breakdown of a main pupil into several subpupils. Their ~;ze is arbitrary here. See Chap.3 for 
a practical example. A given spatial frequency f 0  may be obtained from several pairs, as illustrated here 
(redundancy). 

Strehl Ratio. The Strehl ratio is a simple criterion to evaluate the quality of the image given 
by a system as compared to the diffraction-limited image a perfect system would give of the 
same object. 

S -  &~x(O) _ 
tdi~,(O) 

One has the simple relation 

Maximum brightness 
Maximum brightness of diffraction - limited image 

Im~x(O) = / I f  f ( f ) d f ,  

where I is the actual spectrum, and 

Idiffr, max (O) ---- [ [  T ( f ) d f ,  
J Jr 

where T is the diffraction-limited MTF. 
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Coherent and Incoherent detection. 
• Coherent detectors measure average amplitude of field Vo 

V(t )  = Voexp(-27r iv  t + ~) 

This is obtained by a non-linear element (diode) mixing the input field VLo with a local field 
(Local Oscillator or LO). 

IV(t) + VLo(t)[ z = V( t )V*( t )  + VLo(t)V•o(t) + 2Re [V(t)V;o(t)]  

The mixed term contains the intermediate frequency (IF) 

v(t)V o (t) = vo VLO cos - -   0)t + 

I v - v  o] < 1GHz  can be measured in ampli tude and phase. Hence V(t)  is fully determined 
by Vo, ~, v. Coherent detection is possible in any frequency domain where a mixer can be 
obtained by technological means, and where the method is not paying a noise penalty. 

In astronomy, mixers are built for A > 0.5 ram, (radioastronomy) and A ~ 10 #m (sub- 
millimetric and far IR astronomy) but the noise analysis shows that  coherent detection is 
only adequate when thermal  noise dominates,  i.e. when h v / k T ,  . . . . .  << 1. 

As a consequence, in coherent detection, if the detector (mixer) accepts more throughput  
than a single coherence etendue, interference is destructive and detection inefficient. Hence 
sw ~ A 2. Fundamentally,  a coherent detector is limited to one pixel of the image. 

Radio-images are made by raster-scanning the telescope, since arrays of diodes are not 
yet available. 

• Incoherent detectors measure the intensity of the field, i.e. the average quanti ty 

< Y(t)Y*(t) > t i m  . . . .  s tan t  of the detec tor  

Time-constant  varies from ms to ns. Incoherent detectors (quadratic) are : eye, photomul- 
tipllers and all quantum detectors such as scintillators, spark chambers.. .  Images are easily 
obtained by mosaics of incoherent detectors. F ig . l . l l  gave an overview of their format.  

Methods of Aperture Synthesis. Aperture  synthesis is a two-step process to increase the 
angular resolution in an image : a) combine coherently the light of two or more separate 
telescopes over a long baseline (Fig.2.5); b) vary the baseline configuration to explore the 
max imum number  of spatial frequencies and therefore synthetize the full aperture.  

Several possibilities exist to achieve this coherent combination : 
• Combine directly the beams from each subpupil in a common focus on a quadratic,  

incoherent detector and therefore measure 7. This is the Michelson (1920) and Labeyrie 
(1976) method (Chap.5). 

• Detect locally the electric fields V1 (t) and V2 (t) at subpupils 1 and 2, build the inter- 
mediate frequency (IF) signals by beating them with a local oscillator and carry the IF to a 
correlator which will measure the requested quantity, i.e. the field coherence 

712(~') = (EoEl( t )exp  [27ri(v - v0)t] × EoE2(t + ~-)exp [-27ri(u - v0)(t + r)])tlm e 

This is the method in radio interferometry and also in the mid-infrared (10.6 #m) where 
coherent detection is satisfactory. 

• Measure the t ime-correlation-of photocurrents  at pupils 1 and 2, each signal being 
detected by a quantum detector integrating over a finite t ime At. 

i~(t) = (E~(t')E~(t'))(,4+z~ 0 k = resp. 1,2 
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~(-~) = <i~( t ) i~( t  + ~-)>~ 
This is called intensity interferometry (Hanbury-Brown and Twiss, 1950) but one shows that 
it is fundamentally limited to very bright sources like m y  ,,~ 1 stars. 

3 .  I m a g i n g  t h r o u g h  a T u r b u l e n t  M e d i u m  

Fluctuating index of refraction causes optical path variations and phase fluctuations over 
a wavefront, hence a degradation of the image. Fluctuations may be due plasma inhomo- 
geneities (interstellar and ionospheric effects on radio waves),//2 0 concentration fluctuations 
(tropospheric effects on milimetric waves), air temperature fluctuations (tropospheric and 
stratospheric effects on optical waves). A similar formalism may be used in all these cases; 
to be specific, it is presented here for atmospheric temperature fluctuations. For additional 
disCussion, see [3], [6], [7], [8] 

3.1 Temperature Fluctuations 

Let T( r )  be the temperature, O(r )  = T ( r ) -  < T( r )  >, ~ o ( K )  its power-spectrum. Kol- 
mogorov (isotropic) turbulence gives 

~ o ( K )  c~ K -s/3 

between an inner scale - 1  (K~a ~ ~ l m m  at STP, fixed by viscosity) and an outer scale 
( K ~  n = meter to kilometer). Define the Fourier transform of ~ ( g ) ,  the covariance 
Bo(p)  = <  O( r )O( r  + p) >, and the structure function, useful to avoid diverging integrals 

Do(p) =< le(p + ~) - e(~)l ~ >= c~p ~/~ 

C~, the structure constant of temperature fluctuations, sets the average amplitude by scaling 

the spectrum ~ o ( K )  = O.033C~K -11/3 ~e(g) and is directly related to the index of 
4 7 r K  2 

refraction (C,~ = 810 -5 T -2 PmbCT). Orders of magnitude of tropospheric fluctuation are, for 
a layer of thickness Ah : C~Ah ~ 1 to 10.10 is crrt 1/s , which immediatly gives for example the 

rms differential fluctuation [D~ (p = l m ) ]  1/2 ~ 0.009 Kelvin for Ah = 100m. 

Time dependence. One generally assumes a "frozen" turbulence ~ o ( K ) ,  carried by a wind 
V. Fluctuation become time-dependent with temporal frequency f --- VK,  and a cut-off 
fc ~ V Km~x ~ kilohertz. 

3.2 Propagation of t he  W a v e f r o n t  

Fig.3.1 shows the incoming unperturbed wavefront, the turbulent layer, (altitude h, h + Ah), 
the wavefront at exit and at the telescope input. Assume quasi monochromatic wave, geo- 
metric optics approximation, frozen turbulence, average values taken over space ~. 

The perturbed wavefront is 

eh(~) = exp [i~h(~)] 

with the phase Th(~) = k f ~  n (x ,h )dh ,  k -- 2r/)~, the phase being a random variable of 
at time t, assumed to be gaussian if zbh >> K,~,~ by addition of independent fluctuations. 
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Fig. 3.1. The propagation of the wavefront across the atmosphere 

The phase structure function is D~,h(:c) = (l~Vh(Z + ~ ) -  ~h(~)12>, leading to the covariance 

of the wavefront 

B¢,h(z) = (¢~(x + ~)¢~(~)) = exp {-1.45k2(V~Ah)x 5/3 } .  

Since covariance is invariant by Fresnel diffraction, B¢,o (z) = B¢,h. 

Correlation Length. This quasi-gaussian (5/3 instead of 6/3) function leads to a log-decrement 

and characteristic correlation distance z~ ~.. (1.45k2C2Ah) -5/3 Typically for C~ Ah = 
4.10 -13 , ~ = 0.hym, we find z~ = 17cm, a value strongly wave-length dependent as $e/5 : the 
wavefront is correlated on longer distances in the infrared. Below, we discuss the quantity 
to, close to z~, but directly related to the appearance of the image. 

Power-Spec t rum of the Phase. This spectrum S~ ( f )  is the Fourier t ransform of B~(:v) in the 
spatial frequency two-dimensional space f .  Hence 

S~(f) = 9.7 10-3¢ f -~/~ [C~(h)Ah] 

and the spectrum of optical pa th  fluctuations z = A~/27r = ~/k 

S~(f) = 9.7 lO-Zf  -11/a [C~(h)Ah] 

which is wavelength independent.  We deduce the variance of the phase difference between 

points D~(x )  = (l~o(X + ~) - ~o(~)]~> = 1.1102)t-2(C~Ah)zS/a,or expressed in optical two 

path  difference 
o'z(z) = 1.7(Cn2 Ah)z s/e 

Numerical application shows c~2(x ) ~ microns for x ~ meters (Fig.3.2). 

Angle-of-arrival fluctuations. The ray, normal to wavefront, makes with the vertical the angles 
a ( r )  = - ~ z ( r  ), /3(r) = - ~ z( r )  with power spectra S,(,osp.~)(f) = )~2 u2 Sv,o(f), (resp. v 2 ). 

The variance of this angle is 0 2 = (a2> + (~2> = )~2 f f2S~,o(f)df .  [6] 

3 . 3  I m a g e  F o r m a t i o n  

One defines a new pupil G( r )¢o  (r ,  t) which "includes" the instantaneous phase per turbat ion.  
Using the s tandard image formation (Chap.I ) ,  this stochastic pupil creates a MTF random 
in space and time. In the simple case of a circular pupil (diameterD),  with D >> zc, the 
t ime-averaged MTF is 
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Fig. 8.2. Examples of temporal and spatial rms fluctuations of the turbulence-induced path error 8z (t) 
[upper] or ~z(X) for two points distant of X [lower]. High-and-low-cutoffs are due to the scales Kmi,~ and 
Kma~ of the turbulence. 

: 

L z~ j  

and the time-averaged point spread function (PSF) becomes its Fourier transform. < T > 
being "almost gaussian", the size of the PSF, or image, is an halfwidth of order of .k /zc.  This 
is the seeing disc size. 

~ i e d ' s  Parameter  ro()~). This parameter  is the diameter ro of a circular aperture leading to 
the same central intensity as in a pure diffraction-limited imaging. Using the Strehl criterion 

and solving for ro gives to(S) = 0.1855 s/s ( C ~ A h ) - S / s .  Although more correctly defined ro 
is close to and has the same physical meaning as z~. Numerically, with the same values as 
above, ro = 35cm ~ z~. We can understand r0 as a length over which, in the statistical sense, 
the phase varies by less than one radian, or the optical path by less than A/2rr. 

Instantaneous MT1 e. At any given time, T ( f )  is complex, with random phase in time, for any 
f ~ ro/A. Only its time-averaged modulus may be non-zero. In the simple case considered 

T ( f )  2 ~ _ here, we get < > =  -~TA,r~( f ) ,  with cr = f B~o(u)du = 0.34 (r~) 2 . ~r is called the 

Fried's coherence area, a central notion in interferometric imaging. 
2 2 

A = ~ (D)  is the pupil area in the same units. The quantity < ~F(f) > acts as 

a low-pass spatial filter with an at tenuated but non-zero high frequency transmission. This 
non-zero transmission is the basis of speckle interferometry, allowing to restore the object high 
frequencies despite the atmospheric phase corrugation, since these high spatial frequencies 
are partly transmitted.  

;(f)~ ~(f)~ O(f) ~ < > ~ -  < > • 

measured Known if ro is known Object 

or measured on a reference 
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The instantaneous MTF contains also phase-distorted information, therefore methods of im- 

age O( f )  retrieval exist, leading not only to ( ) ( f )  but also to arg O(f ) ,  hence to an estimate 

of 0 (~)  from its complete complex spectrum in the frequency interval (0, D/A).  

3.4. Image Motion. 

Since the image is a random distribution of intensity, its center of gravity will fluctuate with 
time. To compute it, one integrates the angle-of-arrival fluctuation over the frequencies from 
the largest K , ~  to the smallest D-l(frequenciesf  < D -1 are averaged out). The rms 
angle-of-arrival fluctuation ~rn is 

19 - 1  P 

with Km~ << D -1, and Km~ ~ 0 (not always true) 

c~ = 6(C2 Ah ) /D  1/3 = 0.14 arcsec for D = l m  

3.5. Conclusion. 

The basic understanding of the phenomena described in this chapter led to the possibility of 
crossing the classical seeing limit (angle A/r0(A)) imposed on large ground based telescopes 
and to operate in a diffraction-limited resolution (A/D). Speckle interferometry at visible and 
infrared wavelengths has developed from these premises : the recovery of the phase led to 
many developments, often inspired by similar problems encountered at radio wavelengths. 
The understanding of phase perturbation is also crucial for multitelescope optical interfer- 
ometry (Chap.5) on decametric or hectometric baselines. Finally, the real-time correction of 
these perturbations can also be considered by using adaptive optics, as developed in the next 
Chapter. 

3.6. Summary. 

It is useful to summarize in a Table the various quantities related to the atmospheric pertur- 
bations, as introduced in this Chapter. Whenever possible, we give two expressions, using 
either the turbulence intensity due to a layer Ah(C~nAh), or the b-~ied's parameter to. 

• covariance By(x) : (f(~ + ~)f(~)) 

= (If(  + - f( )l structure function 

• Temperature fluctuations structure function 
% 

De(p)  = C~p 2/3 

CT structure constant of temperature 
C,~ structure constant of refraction index at pressure P and temperature T. 

C,~ = 8.10-S p (mb)T  -2 (K)CT 

• Phase-structure function 
D r = 2.9k 2 (C~Ah) : "  
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Fig. 4.1. The basic principles of an adaptive optics system, showing the incoming perturbed wavefront, the 
correcting element (deformable mirror), the wavefront sensor and the flnM image formed on an image detector. 

• Phase power-spectrum (spatial) 

s~(f) = 0.7 lO-3¢ (c~3h) f-l~/3 

S~(f  ) = 0.023 r-[S/3 f -l~/s 

• Phase excursion (rms) between two points distant of x. 

~ ( ~ )  = [D r (z)]l/~ = 1.7k ( C ~ a h )  ~/2 z~/~ 

%(z) = 2.62 - -  
\ t o  / 

• Optical path difference 

ro = 0 1 s 5  ~ ' / '  ( c ~ 3 h )  -~/~ 

• Fried's parameter  

coherence area cr = 0.32r~ 

4 .  A d a p t i v e  O p t i c s  

We discuss a new method to restore images degraded by atmospheric turbulence. Instead of 
an a-posteriori t reatment  of the distorted image (speckle interferometry), costly in computing 
time and in sensitivity, and subject to systematic errors, the goal is to restore the original 
wavefront by creating artificial local phase delays at any instant, to maximize the spatial 
coherence of the incident wavefront. Paradoxically, the light of the distorted signal itself is 
used for this restoration [9], [10], [13], [16]. 

The incoming wavefront is described by the local optical path distorsion at point ~ of the 
wavefront and instant t Az(z ,y , t )  = Az(=,t). The statistics of Az was discussed in Chap.3. 
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4 . 1 .  W h y  t h e  u s e  o f  a d a p t i v e  o p t i c s  ? 

Its main purpose is to restore the capability of diffraction-limited imaging for large apertures, 
despite the effects of the atmospheric turbulence. 

Moreover, it can improve the signal-to-noise in the image, when this ratio is set by other 
limitations than pure signal photon noise. This can be illustrated by a few examples: 

• At infrared wavelengths ()t ~ 2.5#m), the background thermal noise is dominant and 
varies with beam throughput. For a source close in size to ,~/D, i.e. barely resolved by the 
telescope of diameter D 

N s S w s  ws 
signal/noise = ¢x - -  

v / N s S , ~ v  v / ~  

where N s , N B  are intensities of source and background, ws and wp the source and pixel 

solid angles, S the telescope area. Comparing wp = w, (seeing case) to wp = (~D) 2 _~ w, 
in the diffraction limited case gives a considerable gain in signal-to-noise for large D values. 
Compare for instance with D = 3.6m, ~ = 3.6#m, ~D = 0.1 arc sec, the gain for a seeing of 

1 arc sec is (w./w~)l/2 = ~ .  
• At visible wavelengths, the sky brightness (airglow) is of the order of 22 to 23 

magnitude-arc sec -a and the quantum noise of this background effectively limits the sen- 
sitivity of ground-based telescopes for deep surveys of faint objects. Any method to reduce 
the image size of a resolved object (i.e. dose to h / D )  will enhance the contrast, hence provide 
an easier detection. 

Let compare now with speckle imaging. Assume a source just at the size )~/D, providing 
n photons per coherence area (r~) per coherence time of the atmosphere (%), with n > 1. 

Signal-to-noise ratio (SNR) in the image spectrum _T(f) is unity per exposure during % 
in speckle mode [12]: this result is a basic conclusion of speckle imaging, hence SNarl = 1. 
If adaptive mode is used, N = ( D / R o )  2 being the number of "phase cells" over the pupil, 
one gets S N R  = ~ = D/ro >> 1. This simple reasoning shows again that direct imaging is 
better, if feasible, than speckle imaging. 

4 .2 .  W a v e f r o n t  A n a l y s i s  

To describe the perturbed wave over a drcular aperture one decomposes it in Zernike poly- 
nomials, forming a complete set of orthogonal functions inside a circle: 

V~,(X, Y )  ~ V,% sin O, pcos O) = n~,(p)e " e  

with l ~ 0, n > 0, n > l, n - Ill even, n, l integers. 
The orthogonality is 

v2,(x,r)vd:(x,r)dxdr _ 7r &~,v (~is Kronecker symbol) 
<1 n + 1 ~u' 

R~(l) are polynomials in p, n < degree _< l, with terms n , n - 2 ,  ..., ]l]. For a real perturbation, 
one uses Re [V~]. High l ~ lues  correspond to high spatial frequencies. 
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Fig. 4.2.. The result of scintillation on the MTF ~(je) after full correction of the phase errors by an adaptive 
system. Each curve refers to a wavelength of operation. Computations are made for r0(0.5 grn) = 10 cm, i.e. 
a 1 arc sec seeing, and a turbulent layer located at h = 10 Kin. In abcissa, the scale is spatial frequency f 
multiplied by wavelength ()t), hence is different for every curve 

Wavefront sensors (WleS). The goal is to measure the local pa th  error Az(~,t). It is fairly 
obvious tha t  this quant i ty  must  be sampled at t ime intervals shorter  than  the a tmospher ic  
coherence t ime %, and at spatial  distances of the order of r0 over the wavefront. 

• Local t i l t  ( a f t )  can be obta ined  at the focus of a small lens (d iameter  d ~ r0) sampling 

the wave-front Local values of oaz, o~z provide then, by integrat ion,  the quant i ty  Az(~,t). 
• O~ Oy 

All measurements  must be done within %. The knowledge of the stat is t ics  of z3z allows to 
es t imate  the error. Known as the $haek - l t a r tman  sensing, this has the remarkable  proper ty  
to give a measure of the distorsion even on a object  resolved by the aper ture  of d iameter  D, 
as long as it is unresolved by the subpupils  (r0). 

• Curva tu re  sensors measure the total  wavefront curvature or Laplacian 

0 2 0 2 

r 
The knowledge of r ( ~ ) e v e r y w h e r e  on the wavefront and of[-¢~-: | at the edge allows to 

I ~/J j 
p = l  

solve the Poisson equat ion and to compute  the wanted quant i ty  Az(z,t). 
• Shear measurements  make the wavefront interfere with itself after some geometric 

modifications.  The result ing intensi ty is then modula ted  by the phase difference between the 
two interfering points ~(~1)  - ~(x2) .  Shearing can be done by t rans la t ion  or ro ta t ion  of the 
spl i t ted  wavefront. 

Amplitude errors. In Chap.3,  we neglected scinti l lat ion,  which is an ampl i tude  f luctuat ion of 
the wavefront ¢ 0 ( ~ , t )  due to variable interference. In a more general  case, one would write 
for the pe r tu rbed  M T F  : 

1 
~'(f) --= exp - ~ [ D v ( f )  + Dx(f)], 

in t roducing both  phase and ampl i tude  s t ructure  fonctions (cf.3.3). If only phase errors ~o = 
2~" Az/A are corrected,  the residual pupil  appears  as a screen with variable t ransmission on 
a character is t ic  scale ~ r0. It can be shown that  this residual effect will create a halo in the 
image, of size typical ly  r0/A, a round the diffract ion-l imited central  peak, with a few percents  
of the energy in the halo. An analogous effect appears  in Fig.4.6. 
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Flux Requirements for Wavefront Sensing. Assuming the only limitation to be the signal 
noise itself (perfect photon counting mode), the requirement for sensing is "one photon per 
coherence area per coherence time". 

If extra noise is present (detector noise, thermal noise, read-out noise) one must compute 
the equivalent photon number Nph equal to this noise during the coherence time vc. 

Referring to the first case, the relation between photon and magnitude is 

p ~ TO" L~,~ 10 8-0"4m~ 

p number of photons 
AA bandwidth in nm 
o. a r e a  in  m 2 

m y  = V magnitude (at 550 nm) 
v time in s 

Taking r0 = 0.1m, o. = 0.34r~, - ~  = 0.1, r = lores, p = 10 gives m~ = 10.6 if the 
total transmission and detection quantum efficiency were unity and with some margin in 
signal-to-noise (p > 1). This requirement is relaxed if the correction is searched for at longer 
wavelengths, since, as shown on Chap.3, 

ro2r c< )~3 

hence going from 0.5pro to 5#m represents 7.5 magnitude gain. The correction at longer 
wavelengths relaxes thoroughly the limiting magnitude of the reference object required by 
the wavefront sensor. 

Numerically assuming a 10% detection efficiency, reference objects at 0.5pm must be 
brighter than m v -  8 (about 1 star per square degree average), but at 5pm they only need 
to be brighter than m v  = 15.5 (about 1000 stars per square degree average). This must 
be understood as using a reference source at A = 0.5 pm, but only deducing from it the 
low-frequency (spatial) terms of Az(x) slowly varying in time. 

Field of view. How correlated are wavefronts coming from two directions 81 and 82 making 
an angle 8 = 81 - 82 between themselves ? This correlation will determine how a correction 
can be made on an object in direction 81, using a reference in direction 82. [12] 

Let define the ratio 

M T F ( f  , 82, t) 
A o ( f )  =<  > < > over time 

M T F ( f  , 01, t) ' 

The problem is not isotropic around Ol, so let define the conjuguate space f ( u , v )  with 
u parallel to 01 - 02 = O and v perpendicular. Let 7 be the zenithal distance, h the height 
of the turbulent layer (supposed unique to simplify), and P(h) the normalized turbulence 
profile 

P(h) = C~(h) 
fatmosphe,  e C2 (h ) dh 

One shows [12] that A a ( 2 ) =  

exp 

w h e r e  

- .024ro s/s (cos 7)-11/8 A5/6 hs/6p(h) ×Is f \  Ah ] ' 8  AThos 7 dh 
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Is(],s) = / / _ ( x  2 + y 2 ) - 1 1 / 6 ( 1  - cos  2 7 r r . f )  × [1 + cos2 7rr2(1 - 2cos2 7rsz)] dr 

with f ( u , v ) , r ( ~ , y ) .  
This ra ther  heavy expression can be approx imated  for a single turbulent  layer at mean 

a l t i tude  h. Looking for 0 such as 

A o ( f )  = 0 .5Ao( f )  = 0.5 

one obtains  the approximate  expression 

0ISO --~ 0.31 r ° ( ) 0  
h 

which has a tr ivial  physical  explanat ion:  rays issued at a l t i tude from within the same Fried 's  
area behave identically.  This angle 01so is called the a tmospher ic  isoplanat ic  angle or patch.  
It varies, as r0, with Ss/s .  Numerical  values of typical ly  r0(500nm) = lOcm, h = 4000m, lead 
to 0 tso(500nm) ~- 2arc  sec, a ra ther  small angle, obviously increasing to over 30 arc sec at 
)t = 5#m. 
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Fig. 4.3. The average of two MTFs distant of angle 0, versus spatial frequency, for 0 = l0 II . The two curves 
refer respectively to ~f_L0 and y II 0.~0 = 10cm, h = 4kin. It is dear that 0 > 0too makes impossible a full 
correction, since then A(5 ) << 1. 

4.3 Correct ing the Wavefront  

We discuss here how to restore the unpe r tu rbed  wavefront, assuming that  its pe r tu rba t ion  
has been measured  as described above. 

Tilt correct ion.  Let consider the average slope of the wavefront over the pupil ,  i.e. the term 
aR~ (p)cos 0 = ap cos 0, where the coefficient a is propor t ional  to the angle-of-ti l t  ~(a,  ~). 
This tilt  angle is the displacement  of the image center-of-gravity with respect to the optical  
axis of the system. 

A two-axis tilt mirror  can be servoed on this center of gravity and recenter  continuously 
the image, proviso the servo tempora l  band-pass  3 f  is such that  A f  >> r~ 1 , where T~ is the 
a tmosphere  coherence time. 

The required ampl i tude  of correction is easily deduced from the expected image motion 
(See. 3.3) 
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Fig. 4.4. Two exposures of the object 47 Tuc made without (right) and with (]eft) image stabilisation. 
Exposure time 45s, red filter (668nm). Full width half maximum of images is 1.2" at left, 0.9" at fight. 
Thanks to the superior light concentration, the stabilized image reveals more details and reaches fainter 
magnitudes (ESO Disco system. F. Maaswlnkel et al., Messenger 51, 41, 1988). 

O ' r f  t - -  

which is i ndependen t  of A, and reaches a few tenths  of arc sec. 

This  ti l t  cor rec t ion  is most  efficient when ~r,~ becomes  comparab le  to or smal ler  t han  the 

seeing blur  angle. 
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Fig. 4.5. Image size (in units of A/to seeing disc) versus D/to,  measuring the number of speckles in the 
image, o:o is the total image blur~ •m the image motion, the dashed llne is the diffraction effect. Asymptotic 
value of wo is 1.275/r0. This graph identifies a range D/ro ~ 3 where the image motion correction achieves 
maximum sharpening of the final image. [6] 

Pup i l  Segmen ta t i on .  It is d e a r  f rom above tha t  spl i t t ing the pupi l  D in sub-pupi ls  of size 2 
to 3vo, center ing  each sub- images ,  t hen  coadding  t h e m  will lead to a b e t t e r  t i l t  correc t ion  

than  averaged  over the  full pupil .  This  m e t h o d  is appl ied on the  C F H T  telescope.  W i t h  
good seeing, vo ~ 30cm,  and wi th  n = 5 to 10 segments  a significant increase in qual i ty  is 
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obtained. The condition remains that  for t < r~, a sufficient number of photons be present 
on each subpupil for the value of the local tilt ~,~ to be determined. 

Multi-Elements Correction. Assume a flexible membrane, elastic, stretched over a circle, and 
the image of the entrance pupil being formed on it. 

Let z (x , t )  be the wave-front deformation and Z(z,  t) the membrane displacement. 
If Z --- - ~  and the membrane is used as a mirror, the reflected wave-front is fully 

corrected. In practice the system will have limitations such as: 
- finite temporal  bandwidth ; 
- finite membrane flexibility ; 
- finite number of actuators displacing the membrane...etc 
and the quanti ty 2Z(x , t )  - z ( z , t )  will not vanish. There will be a residual error 

¢ ( . , , )  = - 

The problem is to minimize this error in a certain sense (e.g. the best MTF at low spatial 
frequencies as well as high ones...) with a statistical analysis properties, starting from the 
statistical properties of z (z , t ) .  

Intuitively, one may assume that if the number of actuators is N ~ N , i.e. the 

number of coherence areas over the pupil and the band pass of the system is larger than 
r~ -1 , adequate correction may be achieved. Nevertheless, it is important  to compute and/or  
simulate the properties of the residual MTF.  

Choice of Amplitude for the Reflecting Surface. Take the rms excursion between two points 
distant of z on the wavefront, as derived in Chap.3 

~rz(~) = ~ ( ~ )  = 0.42A ( ~ o )  s/6 , 

A = 0.5/~m, r0 = 10 cm, D = 4m, ~z = 4.5#m. 5~r, gives a correction for over 99% of the 
cases, since the wavefront statistics of Alz is gaussian. 

atmosp~ 
cFA phase error- 

total phase 

"/over WFS 

~,I = -~-lr(2z ) 

z membrane position 

z,~= MV 
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 
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Scheme of Correction. 
~o is a continuous function over the surface, discretized in N points; 
e is the output  of the WFS, 2N points (2 values per phase point); 
V are the voltages over the m motors; 
ZM are the positions of the m motors; 
~o , vector, dimensions _> N; 
e , vector, 2 N dimensions; 
V, ZM , vectors, m dimensions; 

D~ ,  matrix 2N × N , connects WFS measurement and phase over the wavefront; 
D~, matrix 2N × m , connects WFS measurements and voltages to apply to each motor; 
M ,  matrix N × m ,  connects voltages and displacements (could be diagonal if no cross-talk). 

Note that 

e = D ~  = D~--~ZM = ( D ~ M )  V. 

D = D ~ M  

is the interaction matrix 2N × m in size which characterizes the displacements obtained for 
a set of voltages, with ~A = 0. This matrix forms the calibration of the system. We note this 
theory to apply only if linearity applies. 

Let examine the matrix D , .  D ,  would be diagonal if there were no cross-talk. Each 
phase correction would be produced by a motor located at the same point (zonal control), 
having no effect on any other point. In practice, the diagonal terms are much superior to non 
diagonal terms and residual errors occur due to the finite accuracy of the computation. 

The solution is to establish a new base over which to decompose ~. One may choose as 
base the natural deformation modes of a membrane, which are orthogonal. 

The wavefront phase ~ becomes ~ over this new base, and one computes the matrix D 
such as V = D ~  or directly V = D~e. Terms in D are both diagonal and non-diagonal, but 
this time of similar magnitude. 

Deconvolution. A special case would be to use the wavefront values e to obtain T, but then 
to deconvolve the image by the following procedure. The phase ~ ( r )  gives the complex 
amplitude ¢ ( r )  = exp iT(r) .  We deduce the instantaneous MTF (pupil and atmosphere) 

1 dp 

: 11 + +"  (' + (' + 

and compute the restored object spectrum 

In this case, 
hence 

O(f)- i(f,t): 
T ( f  ,t) 

it is convenient to represent T on a different base, the Zernicke polynomials 

---~z 

whose higher terms are directly related to classical aberrations. Such deconvolution only 
requires a wavefront sensor, no actual active mirror is needed. If the noise is pure signal 
photon noise, this process is strictly equivalent to the process of using a correcting deformable 
mirror. It would be ideal at visible wavelengths under two conditions: 

a) no background noise (i.e. magnitude of object brighter than about 20). 
b) no detector noise despite the fast read-out rate (~ %). 
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Effect of Partial Correction. One may assume the number N of correcting dements  adequate 
for a given wavelength A0 i.e. N - D but too small for A < A0. At A, there will only (ro(~o)) ~ ' 
be a partial correction, the highest spatial frequencies in the wavefront phase error remaining 
uncorrected. These high frequencies errors produce a phase screen which will scatter energy 
outside the Airy core of the image, hence a halo of size fixed by A/r0(A). 

ff 

spatial frequency f fc 

di f f ract ion core  f "  
2 

Fig. 4.6. Left: The telescope MTF (0), degraded by atmosphere (1) and partially corrected (2) at scale 
r0 ()'0). Right: the ideal Airy image (0) and the partially corrected image (2). 

As example of application, let assume a 4m telescope, at A = 0.8/~m, where A/D = 
40 milliarcsec. Assume a 1 arcsec seeing and a partial correction, with 10% of the total 
energy going in the central Airy disk, 90% remaining in the halo. The image brightness in 
the central core is increased in the ratio (10/0.042)/(100/12) = 66, a very large factor to feed 
the energy in the slit of a high-resolution spectrograph or to enhance the contrast with a sky 
background. 

4 .4  A s t r o n o m i c a l  I m a g i n g  w i t h  A d a p t i v e  O p t i c s  

We describe briefly a complete system currently under design for the 3.6 m ESO telescope. 
The Table 4.1 gives numerical values of the various parameters mentioned above, which 
provide useful dimensions for the system, and show that  reasonably small values of N can 
achieve full correction of large telescopes in the near infrared. [Kern et el., in 10] 

Table 4.1. 

( ~.~ ) o5 ~2 385 10 
r0(A) c( A 1"2 0.10m 0.20rn 0.60rn 1.20m 1.15rn 2.30m 3.60m 7.20m 
N(A) ~ (D/ro) 2 1600 400 45 12 12 3 2 1 
r (A)~(ro /~)  10ms 20ms 60ms 120ms l l5ms 230ms 360ms 720ms 
O(A) ~ (ro/h) 3" 6" 20" 40" 40" 80" 125" 250" 

The system itself is shown on Fig.4.7, where the various command functions axe dearly 
identified. 

An example of isoplanatic field is given on Fig.4.8. The relaxation of the magnitude of 
the reference object (Sec.4.2 above) and the increase of the isoplanatic angle 6 (Table 4.1) 
with increasing wavelength lead to a good coverage of the sky with reference objects, each 
one being surrounded by its isoplanatic field. 
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Fig. 4.7. An overview of the COME-ON adaptive system, under construction for the 3.6 m ESO telescope. 
The deformable mirror (N : 19) is able to correct down to ~0 ---- 3.5#m and partially at shorter wavelength. 
A Charge Injection Device (CID Camera) is used for diffraction-limited imaging. 

8 1  

Fig. 4.8. The area of the Galactic Center: The square is a contour map at a wavelength of 2.2 #m. The 
isoplanatic circle is drawn around each reference star sufficiently bright (my < 15) for wavefront sensing. 
Note the large fraction of the sky covered, i.e. the area where an instantaneous MTF could be derived and 
used for correction. [Mourard and Mercouroff 1987. Priv. Comm.] 

5. Multi Telescope Imaging 

Radio-interferometry with several independent telescope is a well established technique, ex- 
tensively described in the l i t terature [D. Downes, in this Volume], [4] and capable of re- 
markable achievements in terms of angular resolution (currently 50 micro arc sec at 2.6 mm 
wavelength) and image reconstruction. The challenging field of today is the application of 
the same basic physical principles, described in Chap.4, to optical wavelengths, i.e. from 
0.3 to 20 /zm (on the ground) or extended to the ultraviolet in space. This extension re- 
quires to transpose the technical solutions found at radio wavelengths, in terms of photon 
detection, beam recombination.. ,  etc, taking also in account the significant differences of 
the atmospheric properties (Chap.3). Since the development of optical interferometry shall 
be very fast in the coming years, we intend to give here some basic points of reference to 
unders tand the principles [13], [14] follow the expected progress and their application to real 
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astronomical images of unprecedented resolution (i.e. in the range 0.1 to 10 milliarsec) at 
these wavelengths [15]. Note that similar angular resolution may be reached with baselines of 
a few hundreds of meters  in length, and are yet comparable to the resolution obtained with 
radio baselines of the order of Earth's diameter ! [13] 

5.1 Status of Optical Interferometry 

Since the first results obtained with two independent telescopes by Labeyrie (1976), a number 
of optical intefferometers have been brought in operation, and even more are in the planning 
stage (Fig.5.1). All the instruments having actually measured spatial coherence to date are 
made of N = 2 telescopes.  New instruments aim to N ~ 10, improving the aperture synthesis 
capability. Other parameters appear in the instrument design and performances: 

10m 

lm 

10cm 

/ /  . . \  

/KECK/JNLT* \ \  
~\COLUMBUS \ 

VLT* \ 
\\ NNTT i [ 

x x. MMT / 

GI2___Tv~sI f CHARA 
\\ S OIRDETE, SAO/NRL* 

- - - ~  "f SAO* 
NOAO 

I()TA* 
COAST* / 

/ f  I2T ~CHARON 

[ SUSI* 
IRMA* 1 

" .  -MARK ilI / 

~J OVLA 

/ 
/ 

ERLANGEN* 

I 

number of telescopes 
increasing number of pixds 

Fig. 5.1. Existing and currently planned interferometers or large telescopes. The diameter of individual 
telescopes in ordinate, the number of telescopes in the interferometer in abcissa. Existing instruments are 
underlined. Dashed curves are arbitrary but group types of instruments (see text). New programs are: IRMA 
(University of Wyoming), COAST (Cambridge, UK), SAO (Smithsonian)/NRL (Naval Research Laboratory), 
VISIR (Cerga/Lyon), OVLA (Cerga), CHARON (Cerga), KECK (California), VLT (Very Large Telescope), 
JNLT (Japan), COLUMBUS (Arizona/Ohlo/Illinois/Italy), NOAO (Tucson NSF), NNTT (United States). 
Funded programs are marked with asterisk*. Source: I.A.U. Transactions, GenerM Assembly 1988, Joint 
Session on Interferometry, 1988, Reidel, in press. 

• the wavelength of operation, which has to be compared to the telescope diameter D. If 
D < r0(A), each telescope input is fully phased, and the measurement of the coherence 7 is 
more stralgtforward than in the opposite case, encountered with large (D > 20am) apertures 
at visible wavelengths. 

• the baseline B orientation and value: some interferometers operate on fixed baselines, 
others on variable ones, either continuously or by fixed increments.  

• the coherence measuring technique: all interferometers, but one (Berkeley) use the 
broad-band, direct Michelson combination; heterodyne combination at A = 10 .6#m provides 
some experimental  convenience, essentially an easy detection of the beam combination,  at 
the expense of a reduced sensitivity. 



273 

Table 5.1 . Optical Interferometers (*) 
Name Location N D(cm) Baseline(m) Array Shape 

12T Cerga(France} 2 26 144 NS+EW 

GI2T Cerga(France) 2 150 70 NS linear 
MMT Mt Hopkins 6 180 6.8 Hexagon 

(Arizona) 
Mark Ill  Mt Wilson 2 7.5 12 NS 

(California) 
SUSI Univ.Sydney 2 10 15 EW 
Prototype (Australia) 
SOIRDETE Cerga(France) 2 100 15 EW 
Berkeley Mt Wilson 2 150 28 NS 

(California) 

1 di BENEDETTO G.P., RABBIA Y. (1987) Astron.Astrophys. 188, 114 
THOM C., GRANES P., VAKILI F. (1986) Astron.Astrophys. 165, L13 

3 MOZURKEWITCH D. et al. (1988) Astron.J. 95, 1269 
4 DAVIS J., TANGO W.J. (1986) Nature 323,234 
(*) All the interferometers figuring in this Table have to date produced 
quantitative visibility data, i.e. ] O(f) I for one or several frequencies f. 

Position strategy Results (science) 
continuous Star diameters t 

Star envelopes 2 
continuous In progress 
lnonolithie 

(single mount) 
discrete steps Astrometry "a 

positions & diameters 
fixed telescopes Vega diameter 4 

fixed telescopes In progress 
discrete steps In progress 

Table 5.1 details these different parameters and lists the main astronomical results. 
Radio interferometry is a classical subject (see D. Downes, in this Volume), which is 

discussed in may textbooks and references. It is therefore useful to pinpoint similarities and 
differences with optical interferometry, since the physical and conceptual approach is basically 
identical. This is schematically proposed in Table 5.2. Some of the points mentionned in this 
table are not discussed in this lecture. Detailed discussion may be found in Ref,[12] 

5.2 B e a m  C o m b i n a t i o n  

We consider the simple case of a two-telescopes (or two-pupils, or two-apertures) interfer- 
ometer (N=2), illuminated by a point source, quasimonochromatic and on-axis. Fig. 5.2a 
shows the image-plane combination: fringes are obtained in the common focal plane, and the 
focal arrangment is perfectly homothetic of the telescope itself as seen from the astronomical 
object, if the condition B'/B = De~D, where B is the baseline. The focal plane intensity 
distribution I(8)  is the system PSF, its Fourier transform the system MTF 7~0 ( f ) .  Measuring 
the fringes visibility in amplitude and phase is therefore a direct measure of the object spec- 
trum at spatial frequency B/A, where B is the projected baseline on the sky. For a resolved, 
extended source, the dassical Fourier relation holds 

? ( f )  = 

and the measure of ](f)determines ( ) ( f )  at frequency f = B.  



274 

Table 5.2.. Comparison of Radio and Optical Interferometry 
Radio Optical 

Uniform phase over individual apertures Many phase cells over the pupil 11] 
Unknown phase differences between apertures Unknown phase differences between apertures [2! 

Time integration Short atmospheric coherence time [3] 
Phase stability of delay lines Mechanical stability of telescopes [4] 

Electric delay lines Optical delays [5] 
Beam separation and mixing at IF Optical beam recombination (pupil or image plane 
No field-of-view, throughput = A2 Possible field-of-view (~1 as) [7] 

Limited accuracy on amplitude and phase estimates, limited u-v coverage 18] 

Possible  remedies  

(1) Pupil reconfiguration, adaptive optics, multipixels detectors, telescope size 
limited to D ~ ro. 

(2) Phase closure, speckle masking, holography (self-calibration). 
(3) Phase tracking with reference source. 
(4) Active stability control. 
(5) Movable telescopes, variable optical delay lines. 
(6) Complex beam combining optics if N > 3. 
(7) Pupil reconfiguration and matching. 
(8) All restoration methods ( Maximum Entropy, Clean ...). 

tel.1 

/ 
focal plane 

aWf 2 1 
f t e r  t i , t  

IIII]LllllilLIIIIIII]llLIIlllllllilLIIIIIIHIllilllllllllllllllillllllllLl]- 
IIIIIIlillllllllHI]llllllllllllllHIlillllillllilHIVllllllllml x 

interference pattern 

Fig. 5.2. (a) Beams from telescopes 1 and 2 recombine in the focal plane, where ~ is the local coordinate. 
(b) Wavefront recombination in the common pupil plane. 

Al terna t ive ly ,  it is possible to super impose  the pupils  of telescopes 1 and  2, after reimag- 
ing t h e m  (Fig.5.2.b) .  This  makes the wavefront  direct ly in terfer ing on a detector .  To measure  
7, one can ti l t  one wavefront  wi th  respect  to the other:  fringes are ob ta ined ,  their  ampli-  
tude  and  phase gives T0( f ) .  Or i n t roduc ing  an optical  pa th  m o d u l a t i o n  be tween  the  two 
beams  modu la t e s  the o u t p u t  signal and  produces  the same result .  This  is called pupi l  p lane  
r ecombina t ion .  

Both me thods  are s t r ic t ly  equivalent  f rom the point-of-view of s ignal- to-noise  ratio.  Ei- 
ther  may be a m a t t e r  of exper imen ta l  convenience,  depend ing  on the  detectors ,  the wavelength  
of operat ion. . .e tc .  

Source wi th  an  E x t e n d e d  S p e c t r u m  1. In the case N = 2, the in fo rma t ion  in the focal p lane  

1 "Spectrum" means here the distribution of intensity with wavelength in the case of a non monochromatic 
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(Fig.5.2a) is along the direction B only. Compression of the information in this direction 
is possible, and the perpendicular direction may be used to recover the spectral information 
on the object O(0 ,$)  in the image plane. This is illustrated on Fig.5.3 where are shown the 
successive s'~eps of image compression, image dispersion and fringes measurements I ( f , )~)  at 
any wavelength in the dispersed spectrum. 

(b) l l i l .  

Fig. 5.8. (a) Intensity distribution in the 0(=, y) image plane (b) Compressed image (e.g. with a cylindrical 
lines) (c) Dispersed image. Fringe spacing varies proportionaly to )t. Fourier transform may be taken at any 

Again, in the case N = 2, an interesting method, illustrated in Fig.5.4 is proposed for 
sources having an extended spectrum. Beams from telescopes 1 and 2 are fed in a classical 
Fourier Transform Spectrometer (FTS) which, at its output,  superimposes the wavefronts 
and the pupils. When the FTS optical path difference is ~, the output  intensity is, within an 
additive constant 

/~ut(~) = / / f  O(f = ~B,cr) cos 2~rcr~ &r 

where ~r = 1/)~ is the wave number. Inverse Fourier transform of/out (~) provides the "double" 
spectrum 0 of the source in terms of the variables f and )~ = a -1 . This method is a multiplex 
one, with its classical advantages, since it mixes on a single detector the spatial and all the 
spectral information. 

Operating optical interferometers achieve beam combination with N = 2 using these 
methods. An additional complexity comes from the need of adding to one of the beams 
a time-variable optical delay to compensate for the continuous variation with time of the 
projected baseline B(t) due to Earth 's  rotation. In principle, this delay can be accurately 
compute, computer-controlled and inserted in the beam with no reduction on the 3' measure- 
ment accuracy. 

When N > 2, as it will be the case with the new generation of optical interferometers, 
the experimental set-up and the ~, measurements will become slightly more complex: each 
optical path from each telescope to the common focal plane must be kept constant, either by 
a continuous motion of each telescope, or by a delay fine; the beam recombination does not 
allow simple schemes as above, and the simultaneous measurement of the spatial and temporal 

source. "Spatial spectrum" will always be used to designate the complex Fourier transform of the source 
intensity distribution in angular direction O. Both informations indeed are of astrophysical value. 
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Fig. 5.4. A Fourier transform spectrometer fed by telescopes 1 and 2, with a beamsplitter BS and a movable 
mirror M introducing an optical delay ~ between the two arms. A detector will measure the output intensity 
Iou~ (~). 

spect rum is more difficult. These points will undoubtly progress when these interferometers 
come to operation. 

Comparing with radio wavelengths, it is clear that  this complexity is related to the very 
basic fact that  in the counting photon mode,  characteristic of optical wavelengths, photons 
can not be split as waves are in a radio interferometer.  

5.3 T h e  P h a s e  P r o b l e m :  W h a t  d o e s  t h e  I n t e r f e r o m e t e r  m e a s u r e  ? 

In principle, the interferometer  measures i ( f )  at f = B as a complex quantity. In practice, 
atmospheric phase errors will per turb  this measurement  in two ways: random phase errors 
on each telescope pupil, and random phase difference between telescopes. Let assume the 
former ones to be negligeable or corrected (Sec. 5.4) and study the effect of the la t ter  called 
external  phase errors, in the simple case where N = 2. 

Additional phase errors may be generated within the interferometer  itself, due for in- 
stance to mechanical  vibration, destroying the exact optical pa th  equality from telescopes 1 
and 2 to the common focus. Let call these errors internal ones. They have been the main 
practical difficulty encountered by Michelson in 1920, and are still fought against by modern 
optical interferometers.  In principle, it is possible to internally monitor  the interferometer 
components ,  by accurate distance measurements  and active servo-control, in order to main- 
tain absolute stability. This servo-control is achieved with the Berkeley and the Mark III  
interferometers,  at respective wavelengths of 10.6 and 0.5 /~m. If the internal pa th  differ- 
ence AZint(t) is maintained zero during operation,  the interferometer is called absolute: it is 
equivalent then to a perfectly rigid telescope. 

If it were not for Azext(t), the interferometer could "lock" on zero pa th  difference (ZPD) 
for an object anywhere in the sky, since all other optical delays can be computed from the 
geometry of observation: position of the interferometer,  the Ear th  and the object. 

Let briefly examine the effect of atmospheric pa th  drift Azext(t). As shown in Chap. 3, 
this quanti ty is baseline dependent,  with rms value 

~rA~ = 0.42A ( B )  s/6 

Llz can be much larger than A, as i l lustrated by Fig.5.5. 
These phase fluctuations have several detr imental  effects, also known in radio interfer- 

ometry  al though with a lesser impact .  First, with N = 2, the only possible measurement  

is ](f)  , since a r g i ( f )  is now random. Measurements  cited in Table 5.1, all obtained with 

N = 2, have only measured _~(f) , which does not indeed provide by Fourier inversion the 

object,  even with several frequencies f = B/A obtained at different baselines. 
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Fig. 5.5. Phase drift Azext (t), measured over B = 12m, by the Mark III interferometer at .~ = 0.5 pm. 
(Colavita et al. 1988, Appl. Opt.). 

Second, even the measurement of /~(f) must be achieved during a time shorter than %, 

the atmospheric coherence time. This has no detrimental effect on the signal-to-noise ratio 
S/N in the pure signal photon noise, since then, for a total observing time T = M r  of the 
M cumulated exposures of duration % with n photon per exposure (also called frame), the 
total S/N is ~/-n---M~, equivalent to the S/N obtained with a single exposure of duration T. On 
the other hand, if detector read out noise is present, with rms value erR, (S/N)T = nM/crn, 
while (S/N) = nM/qRv/--M when coadding M frames. Since v ~ 10 - 100 ms, while T may 
be several hours, M can be very large (10 4 --  10 6 ) and the loss in S/N considerable. 

All optical interferometers to date have measured /~(f) in the so-called "snapshot" 

mode, similar to the one used in speckle interferometry. In the future, high sensitivities and 
long time integration will become possible with the same approach as in adaptive optics: 
using either the photons from the source itself, or the ones from an adjacent reference, one 
compensates actively for Azext(t) by a continuously variable, servo-controlled delay. This is 
indeed not sufficient to measure a rg l ( f ) ,  lost in the atmosphere. 

To really obtain images with an optical interferometer - the ultimate goal indeed- one 
must circumvent the effect of 3ze~t(t). This can be achieved by phase closure, a method 
well-developed in radio-interferometry, but only applicable for N > 3, and preferably N >> 2. 
It relies on the simple following principle: if A~i = 2~rAzi/A, (i = 1,2..N), are the phase 
errors over the N apertures, then in the sums such as 

argi(f l~)  + a r g i ( f ~ )  + ... + ~rgi(f~l)  

= argO(f12) + arg()(f23) + argO(f3i)  + [A~Plz + ~o23 + A~031], 

the brackett cancels out. A sufficient number of such relations determines the quantities 
O( f l j )  over the different baselines ij, and this determination may even be redundant, im- 
proving therefore the S/N ratio. 

Although optical interferometers with N > 2 do not operate yet, the application of phase 
closure methods to optical wavelengths has been demonstrated by the following method: take 
N "pieces" of a wavefront, each smaller than r0 in dimension, over the full pupil of a large 
telescope (e.g. the 5 m Palomar) and recombine them as if they were coming from separate 
telescopes. Pairs of pupils form N ( N -  1)/2 baselines and phase closure relations are derived, 
allowing to cancel the atmospheric effects [15]. 
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5 . 4  P u p i l  P h a s i n g  a n d  S e n s i t i v i t y  

As demons t ra ted  in Chap.3,  the phase is not uniform on a single telescope of d iameter  D 
i l luminated  by a quas i -monochromat ic  point  source, as soon as D > r0 (A). Above discussion 
was rest r ic ted to the cases where this place is uniform or the pupil  is phased 2. 

We shall not discuss here in detail  why it is so advantageous to work with phased pupils,  
but the basic reasons are fairly simple to unders tand.  If each image contains numerous 
speckles, when D > r0, the interference, even in the simple case N = 2, is not uniform in 
the full image field. Measurement  of phase and ampl i tude  of I ( f )  must  be done within each 
speckle, the complex quant i ty  I ( f )  becomes a random variable,  and average values must be 
taken,  as in speckle interferometry.  

In the signal photon  noise l imited case (A ~ l p m ) ,  this process creates addi t ional  noise. 
In the detector-  or background- l imi ted  noise case, it becomes necessary to measure the i ~ a g e  
with a many-pixels  detector  (of the order of the speckle number  D 2/r0 2), to get a single final 
value i ( f  = B/A), and this again cumulates  noise. Fig.5.6 shows the S/N rat io  per exposure 
of dura t ion  ~'c in the signal noise l imited mode with phased and unphased apertures .  The 
gain due to a phased aper ture  is obvious. 

< 

'~_ 1 

/ns/a" 

I~ ~ ~ I 
0 2 S/O" n 

n u m b e r  of  p h o t o n s  

Fig.  5 .6 .  Signal-to-noise ratio A0 obtained with a phased pupil (full) and a multi-phases (dashed), versus the 
2 2 total number of photons available per frame (i.e. during re). ~ is the Fried s coherence area 0.3to, s ---- lrD /4 

the telescope area. The slopes are indicated. This is valid only in the dgnal photon-noise limited case [12]. 

Phased aper tures  may be encountered in a number  of s i tuat ions:  
• telescope d iameter  D ~ r0(A), i.e. a few centimeters at A = 500nm, to a few meters 

at 10/xm. 
• telescope d iameter  D >> r0 (A), but  phase uniformity over D res tored by adapt ive  optics 

(Chap.4)  at the opera t ing  wavelength. 
• telescope in space with any aper ture  D, where phase f luctuat ion across the wavefront 

will d isappear .  This l a t t e r  enventual i ty  is not considered in a near future,  but  will present 
remarkable oppor tuni t ies  in the long term. 
How bright  a source can be measured in the phased case ? A very simple computa t ion  gives 
the answer. A source of magni tude  m v  gives a number  p of signal photoelectrons,  in the pure 
photon counting mode,  

p = q'r aLIA 10 ( s - ° '4~v)  

Optical interferometry with unphased pupils is discussed by G. Weigelt in this Volume. Most of the 
fundamental notions introduced here also apply to this case, but the analysis of a speckled image and 
the phase dosure become less straightforward. 
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q is the detector quantum efficiency (0.05 to 5), r (second) the measurement  t ime (_< re), s 
the telescope area (rn 2), AS the spectral bandwidth (in nm). This is of the order of a few 
nm to preserve temporal  coherence across the diameter  D despite the r m s  pa th  difference 
3 z ( D ) .  The S/N ratio on _T(f) is simply A = pl/2. With D = lm,  r = lOres, q = 0.1, 
A)t = 1Onto, one gets for A = 10 the limit m y  = 10. This is an indication of the sensitivity 
of an interferometer for a short exposure. Long exposures are indeed conditioned by phase 
stabilization as briefly discussed above. 

A similar computa t ion  may be done for the near-infrared ()t > 3.5#m) in the background 
noise limited case. Assuming Thick = 300K, the emissivity ¢b~ck = 0.1, the beam throughput  
being $2 (coherence throuput  for a phased aperture,  independent of diameter) ,  the noise 
signal is, in photons,  

p=oi,e = (eb~¢k B~ (Tb~¢k).A S.X3rc/hc) 1/2 

and the minimum detectable flux with A = 10 as above 

F =  \ l r D 2 A v ]  in W m  - 2 H z  -1 

The bandwidth AS required for coherence, as above, varies as )~2, hence one may adopt 
A$(@3.5#m) = A$(@0.5pm) × $2 ~ l p m ,  in practice reduced to 0.1pm by the width of the 
atmospheric transmission band. Put t ing numbers,  with D = 1 m, leads to p ~ 500, F ~ 3 
millijansky. 

These numbers are indicative of the short exposure sensitivity of perfect interferometric 
instruments in the phased mode. When apertures become unphased, the sensitivity compu- 
tation becomes slightly more complex, involving the speckle statistics as well as the signal 
statistics [12]. 

5 . 5  I m a g e  R e c o n s t r u c t i o n  

Astronomers work with real images, i.e. an intensity distribution I (0 ,~ ) .  This has to be 
recovered from a certain set of quantities ] ( f , S )  = i ( B / X , . ~ )  obtained from a set of bases 
B.  At this point, the problem becomes completely similar to the one fully covered at radio- 
wavelength (D. Dowries, this Volume) and does not deserve a special t reatment .  In practice, 
since data  with only N = 2 were obtained to date, optical interferometrists have not been yet 
confronted to the use of such methods.  On the other hand, numerous simulations are made, 
and the method of phase closure itself has been tested, by simulating N > 2 telescopes with 
a mask over a large telescope mirror. 

5 . 6  S u m m a r y  a n d  c o n c l u s i o n  

We have discussed the main steps leading to the reconstruction of an astronomical  object 
0(0) from measurements  of its spatial frequency spectrum 6 ( f ) ,  a complex function of spatial 
frequency f ,  determined over a set of baselines B = f $ ,  sampling a certain domain in the 
f -  frequency space. These steps are summarized in Table 5.3, which also indicates what has 
been achieved to date with N = 2. 

As was apparent  in Table 5.2, optical interferometry develops its specific methods quite 
in parallel to radio interferometry. The current science achievements are rather  limited, 
since the use of N = 2 telescope does not provide the complex quanti ty 0 ( f ) ,  hut only its 
modulus. This is the reason, apparent  in Table 5.1, for the astronomical results to have 
only covered very simple cases, like measuring a diameter of a star assumed to be a disc of 
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uniform brightness or with a simple center-to-limb variation. In the same time, the physical 
understanding of the various factors appearing in Table 5.2 has greatly progressed, essentially 
over the last ten years: properties of the atmospheric turbulence and of astronomical sites, 
beam combination, pupil phasing, active control of path differences... This is the reason why 
astrophysical results are now expected. 

~ t b l e  5 .3 .  Overview of optical interferometry. Successive steps discussed in the text are shown schematically 
here to emphasize how each step contributes either to improved sensitivity, or to an improved image by better 
frequency coverage. The heavy line p~th shows current operation of existing instruments; the reconstructed 
O(0 )  can be of high accuracy ( S / N  ratio of a few percents) but far from an image in the usual sense because 
of the very limited coverage in the frequency domain, and of the knowledge of [ (~(f ) l  in modulus only. 

Phased Individual Telescopes 1 

Phasle closure I IO'(f)] measured I Complex ~(f) measured 
during at f = B/~ I end/or and/or during ~'~at f =,BIA 

I stebilisetion of t ~ 
atmospheric I Variation of baseline B I phase d~fts A2~ I 

Ii I dtscreie steps I f time integration I ,.°...io .... reproved sensit vity. 

I :::::?:::: :m°sPh'r'cl 

I Coverage of 

- I t spatial frequencg domain f v~ 

I 
I FINAL IMAGE I 

0(0) 

F 
Time integration 
reproved sen,$ tivity 

A p p e n d i x  t o  C h a p . 5  

We extract from a recent publication [Gay and McKarnia, in 15] Figs.5.7, 5.8, 5.9, which well 
illustrate the points made in this Chapter. They describe the operation and results of the 
Cerga SOIRDETE interferometer (Table 5.1) at infrared wavelengths. 
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T v~ 

~ m  uZ 
Fig. 5.T. The two 1m-telescopes on a fixed E-W 15 m baseline. The frequency (u,v) coverage is on the right 
for sources of different declinations 6. The blind area is due to the domes. 

WESTT  
DOUBLE CAT'S EYES DELA 
STEP BY STEP MOVABLE CARRIAGE 

/ 

5UPERPOSITION PLATE 

EAST T 

Fig. 5.8. The optical scheme of the SOIRDETE optical interferometer, working at infrared wavelengths. 
Detectors in the A = 1 - 10#m range are located in cryostats D1 and D2. 

Fig. 5.9. Interference fringes obtained on a Ori, with a broad band interval )t = 8 to l l . 5pm.  Maximum 
modulation corresponds to zero path difference. In abcissa, optical delay between beams 1 and 2. 
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Summary 
The atmosphere of the earth restricts the resolution of conventional astronomical imaging 

to about 1". Much higher resolution can be obtained by speckle methods. Speckle 
interferometry, the Knox-Thompson method and the speckle masking method (bispectrum or 
triple correlation processing) yield diffraction-limited resolution in spite of image 
degradation by the atmosphere and telescope aberrations. For example, with the ESO 3.6-m 
telescope a resolution of 0.028" is attained at a wavelength of 400nrrL The limiting 
magnitude is about 18. We will outline the theory behind the three methods. High-resolution 
images and simultaneously the spectrum of each resolution element can be obtained by the 
objective prism speckle spectroscopy and projection speckle spectroscopy methods. Finally, 
we will discuss the application of speckle masking to coherent arrays of telescopes. A very 
interesting example is the 4x8-m ESO VLT, which should yield the fantastic angular 
resolution of about 2mi l l i -a resec .  

1 Speckle Interferometry 

Speckle interferometry has been invented in 1970 by Antoine Labeyrie (1970). In speckle 
interferometry the high-resolution autocorrelation of the object is reconstructed from a large 
number of speckle interferograms. Speckle interferograms are short-exposure photographs of 
the object recorded with an exposure time of about 0.02 see and an interference filter with 
a bandwidth of about 30nm. The angular diameter of speckle interferograms is typically 
about 1" (see Figure t}. The size of individual speckles (interference maxima) is about 0.03" 
for a 3.6-m telescope and X',,500nm. In speckle interferograms high-resolution object 
information is encoded in decoded form. Figure 2 a shows a typical speckle interferogram. 
The intensity distribution In(r ) of the n-th recorded speckle interferogram can be described 
by the incoherent, space-invariant imaging equation 

In(r ) = O(r) * Sn(r) n = 1, 2, 3 . . . . .  N (N ~ 103 to 10s), (1) 

where O(r) denotes the object intensity distribution and Sn(r) the intensity point spread 
function of atmosphere/ telescope during the n-th exposure, r = (x,y) is a 2-dimensional space 
vector and * denotes the convolution operator. In the following text the subscript n will be 
omitted. I(r) and S(r) denote random functions of a random process. In speckle 
interferometry many different speckle interferograms I(r) are processed to the ensemble 
average power spectrum of all speckle interferograms. With the convolution theorem, the 
Fourier transform of Equation (1)becomes 

i ( f )  = 6(f) S(f) (2) 

where the hat ^ denotes a Fourier transform, i.e., i ( f )  --- fI(r) exp(-2~ir ,  f) dr. f= (fx, fy) is 
a 2-dimensional coordinate vector in Fourier space. From Equation (2) follows for the 
ensemble average power spectrum ([i(f)12> of all I(r): 

<li(f)12> = 16(t)12 <ls(f)12> , (3) 

where the brackets ( . . . )  denote ensemble average over all speckle interferograms. 
<l~(f)12> is called the speckle interferometry transfer function (SITF). The SITF can be 
determined by calculating the average power spectrum of speckle interferograms of an 
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Fig. 1. Data recording and processing in speckle imaging 



287 

unresotvable star. The speckle interferograms of an unresolvable star are recorded before 
or after the observation of the object. The SITF is larger than zero up to the diffraction 
cut-off frequency. Therefore we can divide Equation (3) by the SITF and obtain the object 
power spectrum 

I()(f}l 2 = < l i ( f ) lZ>  / <l~( f ) lZ> (4) 

for frequencies f up to the diffraction cut-off frequency. From the object power spectrum 
the diffraction-limited object autocorrelation AC[O(r) ]  can be obtained by an inverse 
Fourier transformation (autocorrelation theorem), 

AC [O(r)] = fO( r ' )  O(r'+ r) dr'. (5) 

The autocorrelation is obtained instead of a true image since the phase of the object Fourier 
transform is not reconstructed by speckle interferometry. This is the so-called phase 
problem of speckle interferometry. 

However, a true image can be reconstructed by speckle interferometry if there is an 
unresolvable object in the same isoplanatic patch as the object (i.e., closer than about 5 "). 
The application of such an unresolvable object for image reconstruction is called holographic 
speckle interferometry (Liu and Lohmann, 1973; Bates et al., 1973). It can easily be shown 
that in this ease true images can be reconstructed. We assume that a total object O(r) 
consists of a point source 8 ( r - r R )  and an object O'(r): 

total object O(r )=  O' ( r )+8(r- rR) .  (6) 

Speckle interferometry can reconstruct the autocorrelation AC[O(r)]:  

ACEO(r)] = ACFO'(r) + 8(r-rR)]  

= f ro '(r")+ 8(r ' -rR)]  [O'(r '+r) + 8(r ' -rR+r)]  dr" 

= f 8(r"-r R) 8(r ' -rR) dr" + f O'(r ' )O'(r '+r)  dr" + f 0"(r')8Cr"-rR+r) dr" 

÷ f ~(r"-rR) O'(r'+r) dr" 

= 8(r) + AC[O'(r)] + O'(-r+rR) + O'(r+rR). (7) 

Here we can see that the autocorrelation of O(r) contains an image of O'(r). O'(r) is 
separated from all other terms if the distance r R of the reference star from O'(r) is larger 
than 3/2 object diameter. This is the same condition found in Fourier holography. 

2 K n o x - T h o m p s o n  Method 

The Knox-Thompson (Knox and Thompson, 1974) and speckle masking methods have the 
advantage that they do not require an unresolvable object in the isoplanatic patch. The raw 
data for both methods are speckle interferograms as in speckle interferometry. The first 
processing step of the Knox-Thompson method is the calculation of the cross-spectrum 

<~(f)i'(f÷Ar)> -- 6(f)6*(r÷~f) < ~(f) ~*(f+Af) >, (8) 
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where Af is a small shift vector with [Afl",0.2 ro/X (see Dainty, 1984). r o is the Fried 
parameter (~  10 to 30cm at optical wavelengths) and X is the wavelength of light. If we 
divide Equation (8) by the Knox-Thompson transfer function (KTTF), we obtain the 
Knox-Thompson spectrum of the object: 

()(f) (~*(f÷ar) = ( i (f)i*Cf+Af)) / (S ( f )  S'(f+Af) ). (9) 

The KTTF is derived from the speckle interferograms of an unresolvable object, which is 
observed before or after the object. For the Knox-Thompson spectrum of the object we can 
write 

6(r) 6"(r+Ar) : IC)(f)l exp[i(p(f)] 16(l'+af)l exp[-iqo(f+Af)], (10) 

where q~(f) denotes the desired phase of the object Fourier transform C)(f). If we take the 
phase terms of Equation (10), we see that we have 

exp[i~(f)] exp[-iq~(f+Af}] = exp{i[q~(f}-q~(f+M)]} or the 

phase difference aq~Cr) --- q,(r + at) - q,(r) (11) 

between coordinate f+ Af and f. In other words, we have a reeursive equation for calculating 
the desired phase of the object Fourier transform: 

q>(f+Af) = q~Cf)+ Aq>(f). (Iz) 

From the object Fourier phase measured by the Knox-Thompson method and the Fourier 
modulus a diffraction-limited image of the object can be reconstructed. 

3 S p e c k l e  M a s k i n g  

Speckle masking (Weigelt, 1977; Weigelt and Wirnitzer, 1983; Lohmann, Weigelt, Wirnitzer, 
1983) is, as the Knox-Thompson method, a method for reconstructing true images from 
speckle interferograms. The additional advantage of speckle masking is that it can be 
applied to diluted arrays of  telescopes, as discussed in Section 6. In speckle masking the 
same speckle interferograms I(r) are reduced as in speckle interferometry and in 
Knox-Thompson processing. Speckle masking consists of the following processing steps: 

I." calculation of the ensemble average triple correlation 

C(rl,rz) : ( f  I(r)I(r+rl)I(r÷r2) dr) (13) 

or the ensemble average bi,vpectrum 

C{fl,f2) = <l(f l ) i ( f2) i ' ( f l+f2)  ), 

where i(rx), i(r2), and i"(el÷f2) denote the Fourier transforms of I(r), i.e. 

i ( f l )  = f I(r) exp(-2~ifl.r } dr, 

(14) 

iCt~) -- f ICr)expC-2~ir: )dr ,  
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Fig. 2. Speckle masking observation of the spectroscopic double star Psi SGR. 
a: One of 300 speckle interferograms reeorded with the ESO 3.6-m telescope. 
b: Reeonstrueted diffraction-limited image of Psi SGR (same scale as Figure2a). The 

separation of the double star is 0.184" (epoeh 1982.378). 



290 

Fig. 3. Speckle masking observation of the central object in the giant H II region NGC 3603. 
The diffraction-limited image was reconstructed from 300 speckle interferograms recorded 
with the 2.2-m ESO/MPG telescope. The separation of the close double star at the bottom 

is about 0.08". 

Fig. 4. Speckle masking observation of Eta Carinae at ~ ~850nm.  The diffraction-limited 
image was reconstructed from 300 speckle interferograms recorded with the 2.2-m 
ESO/MPG telescope. The separations of the three faint star-like objects are 0.11", 0.18", 

and 0.21". 
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i*(fl+f2) = f I(r) exp[2xi(fl+f2)'r] dr. (15) 

<...> denotes ensemble average over many speckle interferograms and the hat ^ denotes 
Fourier transforms, fl and f2 denote 2-dimensional veetors in Fourier space. The bispeetrum 
is the Fourier transform of the triple correlation (see Appendix A). 

In most applications it is advantageous to use the bispeetrum proeessing. The advantage 
of the triple correlation is that it can be easily visualized and that it can be used for 
photon-counting triple correlation techniques (Sehertl et al., 1987}. In the text below we 
will diseuss the theory of bispeetrum processing. 

2: compensation of the photon bias in the ensemble average bispeotrum (Wirnitzer, 
1985; Hofmann and Weigelt, 1987). 

3" eompensatio^n of^the speckle masking transfer function: 
From I= O* S follows I = OS (convolution theorem). If we insert I = O S into Equation (14), 
we obtain 

C(fl,f2) = < O(fl) S(fl) O(f2) ~ {f2) 6*(f:rz) S*(f:f2) > (16) 

= 6(f1)6(f2)6*(fl+fZ) (S( f l )S( f2)S*( f l* f2)>  or 

objeet bispeetrum Co(fl,f2) = 

6(t'1) 6(fz) 6*(fl+f2) = < i (fl)i (fz)i*(fl+fz) > / < S(rl) S(fz) S*(fx*f2) >" (17) 

4: derivation of modulus lo(f)l and phase rp(f) of the object Fourier transform 
6(0 pore  the object bispectrum Co(fl,f2): 

We denote the phase of the objeet Fourier transform by ~ and the phase of the object 
bispectrum by [3, i.e., 

O(f) = IO(f)l exp[i~o(f)] and (18) 

Co(fl,fz) = ICo(fl,f2){ expEi[B(fl,fz)]. (19) 

Inserting Equations (18) and (19) into Equation (17) yields 

Co(h,f2) = ICo(f~,f2)l e×pEi~(fl,f2)] 

= 16(fl)1 exp[i~(fl)] 16(fz)l expEi~o(f2)] 16(rl+fz)l exp[-iq~(fl+f2)] ~ (20) 

exp[if~(f~,fz)] = exp[i~o(f~)] exp[i~o(fz)] exp[-i~o(f:fz)] - - >  (21) 

[B(fl,f2) = qo(fl) + ~o(f2)- qo(fl+f2) ' +  (22) 

q°(fl+f2) ~" (:P(f) = ¢P(fl) + ¢P(f2)- ~(fl,f2) • (23) 

Equation (23) is a reeursive equation for calculating the phase of the object Fourier 
transform at coordinate f = fl+f2. For the recursive ealeulation of the object Fourier 
phase qo(f)---~o(fl+f2) we need in addition to the bispeetrum phase [3(fl,f2) the starting values 
~o(0,0), ~o(0,1), and ~o(1,0). 

Since O(r)is real, () is hermitian. Therefore, 6(f)= 6*(-0, 6(0)= 6"(0), and ~o(O)= 0. 
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tp(0,1) and q~(l,0) can be set to zero since we are not interested in the absolute position 
of the reconstructed image. 

With (p(0,1)=0 and cp(1,0)=0 we have the required starting values. We obtain, for 
example: 

~ ( o , 2 ) :  
~ (o ,3 )  = 
~(0,4) = 
. , .  

~(2 ,o )  -- 

~ ( s , o )  -- 

(p(4,0) : 
. . .  

v(O,l) * ~(o,I) - ~[(o,I),(o,I)] 

v(o,2) + v(o,1) - 6[(o,2),(o,I )] 

~(0,3) + ( p ( 0 , 1 )  - B[(0,3),(0,I)] 

q)(l,O) + iv(l,0) - [3[(1,0),(1,0)] 
~(2,0) + ~(1,0) - [3r(2,o),(i,o)] 
(p(3,o) + ~o(i,o) - [3[(3,o),(i,o)] 

q~(1,1) = q~(l,O)+ q~(O,l) - [3r(i,0),(0,I)] 
~o(2,1) = ~(2,0)+ q)(O,l) - [3[(2,0),(0,i)] 

,p0 ,1)  = <p(3,o)+ ~p(o,1) - ~ [ ( 3 , o ) , ( o , 0 ]  
, * *  (24) 

The advantage of this recursive phase calculation is the fact that for each element of the 
object Fourier phase cp(f) there are many different reeursion paths and that it is possible to 
average over all ~o(f)-values to improve the signal-to-noise ratio. For example, for the 
element (3,2) there are 8 useful recursion paths, for (6,4) there are 32 paths. Averaging 
over all paths yields 

cp(f) = const. ~ ,  tP(fl)* <P(f- f l ) -  ~{fl, f -  fl). (25) 
0 < f l -f / f  ~; f/2 

However, in actual applications, the phase calculation is performed with complex 
exponential functions: 

exp[icp(f)] = const. ~ ,  exp[itp(fl)] exp[itp(f-fl)] exp[-i[5(fl,f-fl)]. (26) 

0 < f l . f / f <  f/2 

Since not all recursion paths for the same ¢O(f)-value lead to the same SNR, different 
weighting factors have to be chosen for different paths. 

The modulus [(3(f)l can be derived from the object bispectrum in two different ways. 
From Equation (17) follows for f l=0 

Co(0,f2) = 6(0) O(f z) O*(0+f2) = const. 16(f2)12. (27) 

The second way is the recursive calculation of t6(01. From Equation (20) follows 

ICo(fl,f2)l = IO(fl)l IO(f2)l 1(3(fl+f2)l or (28) 

16(f1+f2)l = ICo(fl,f2)I / [1(3(fl)116(f2)1] for fl, f2 with 16(fl)116(f2)1 g 0. (29) 

As in the ease of the recursive calculation of the phase, it is very important to use 
different weighting functions for different reeursion paths. Christou et al. (1987) and 
Weghorn (1988) reported that the recursive derivation of the modulus 16[ from the object 
bispectrum yields higher SNR than the standard power spectrum analysis. 
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Modifications of speckle masking are photon-counting triple correlation processing 
(Sehertl et al. 1987), cross-triple correlation processing (Hofmann and Weigelt, t987), and 
tomographie speckle masking (Sehertl et al., 1987), 

Pupil plane methods were not discussed in this paper (see Hofmann and Weigelt, 1986 a; 
Roddier and Roddier, 1986; Ribak, 1987). 

Figures 2 to 4 show the application of speckle masking to the spectroscopic double star 
Psi SGR (Weigelt and Wirnitzer, 1983), the central object in the giant H II region NGC 
3603 (Hofmann and Weigelt, 1986b; Baier et al., 1988) and to Eta Carinae (Hofmann and 
Weigelt, 1988). 

4 Objective Prism Speckle Spectroscopy 

Objective prism speckle spectroscopy (Weigelt, 1981; Stork and Weigelt, 1984; We[gelt et 
al., 1986; Grieger et al., 1988) yields objective prism spectra with diffraction-limited 
angular resolution. The raw data for this technique are objective prism speckle 
spectrograms, which are obtained by inserting a prism or grating into a pupil plane (in the 
speckle camera). In this ease each speckle is dispersed in a linear spectrum. The intensity 
distribution K(r) of an instantaneous objective prism speckle spectrogram can be described 
by 

K(r) = ~. Om(r-rm) * Gm(r ) * S(r) , (30) 
m 

where Om(r-rm)  denotes the m-th object pixel, Gm(r ) is the spectrum of the m-th pixel, 
and S(r) denotes the point spread function of telescope/atmosphere. S(r) is wavelength 
independent in narrow wavelength bands (typically less than 30 nm). 

From the speckle spectrograms K(r) the 

objeetive prism spectrum XmOm(r-rm) * Gm(r ) (31) 

can be reconstructed. A laboratory simulation of objective prism speckle spectroscopy with 
speckle masking image reconstruction was described by Weigelt et al. (1986) and Grieger et 
al. (1988). 

5 Wideband Projection Speckle Spectroscopy 

A disadvantage of objective prism speckle spectroscopy is that it cannot be applied to 
general objects since in many eases the spectra of different object parts will overlap, as in 
the ease of ordinary objective prism spectroscopy. This disadvantage can be overcome by the 
projection speckle spectroscopy technique (Grieger et al. 1988). The principle of this 
technique is summarized in Figure 5. The drawings show from top to bottom: 
Image 1: 2-dimensional object, a triple star. 
Image ,~ 2-dimensional speckle interferogram I(r)= I(x,y) of the object. 
Image 3: l-dimensional projection J(x) of the 2-dimensional speckle interferogram I(r). The 
projection can be performed by an anamorphic imaging system of two cylinder lenses 
(Cooke, 1956; Labeyrie, 1981; Kingslake, 1983). 
Image 4: Spectrally digpersed image D(x,X) of the 1-dimensional speckle interferogram J(x). 
The spectral dispersion is, for example, performed by a non-deviating prism or by a grating. 
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The same technique was used by A. Labeyrie (1981) to obtain spectrally dispersed 

1D-projections of Michelson interferograms. The spectrograms D(x,X) are the raw data for 
projection speckle spectroscopy. High-resolution spatial information is contained in the 
x-direction. The spectral information is found in the y-direction.  The spectrograms D(x,X) 
have many advantages: 
- speckle interferograms of different wavelengths do not overlap, 
- the speckle interferograms of each line can separately be reduced by 1D-speckle masking, 

the wavelength dependence of the atmospheric point spread function is not problematic 
since each X-line is reduced separately, 

general objects can be studied from 350rim to 900nm simultaneously (to 5~t with two 
different detectors). 

The intensity distribution J(x;Xo} of each individual line of D(x,X) can be described by 

J(x;Xo) : PROJ[O(r;Xo)] * PROJ[S(r;Xo)], (32) 

where J(x;Xo) is a single line of D(x,X) at wavelength X o. PROJ denotes the projeetion 
operator (projection paral lel  to the y-axis).  O(r;Xo) is the object intensity distribution at 
wavelength X o. S(r;Xo) is the point spread function of telescope/atmosphere at wavelength 
X o and * denotes the convolution operator (Grieger et al., 1988). 

linage 5: object-versus-spectrum reconstruction Ox(x,X ), which can be reconstructed from 
the spectrograms D(x,X) by speckle masking. Ox(x,X ) is a spectrally dispersed version of a 
1-dimensional projection of the 2-dimensional object O(r). 3-dimensional data cubes O'(x,y,X) 
can be obtained if many 2-dimensional objeet/spectrum reconstructions are measured with 
different projection and dispersion directions. Then O'(x,y,X) can be reconstructed using 
tomographic techniques. 

A laboratory simulation of the Ox(x,X)-projeetion speckle spectroscopy method was 
described by Grieger et al. (1988). The spectrum of the simulated stars eonsisted of 
emission lines at 467nm, 480rim, 509nm, 546nm, 578 nm, and 644nm. In the ease of 
emission line objeets the limiting magnitude of projection speckle spectroscopy is about the 
same as for speckle imaging. 

6 Optical Long-baseline Interferometry and Aperture Synthesis 

The great advantage of optical long-baseline interferometry is the fact that it can yield 
images and spectra with fantastic angular resolution. For example, at X ~600 nm and with 
75m baseline a resolution of 0.002" can be obtained. Possible image reconstruction methods 
are the phase closure method (Jennison, 1958; Rhodes and Goodman, 1973; Baldwin et al., 
1986) and the speckle masking method. 

Various computer simulations of speckle masking with coherent optical arrays were 
described by Hofmann and Weigelt (1986 c), Reinheimer and Weigelt (1987), and Reinheimer 
et al. (1988). The dependence of the signal-to-noise ratio in the reconstructed image on the 
following parameters has been studied in these experiments: 
- number of photon events per interferogram 
- optical transfer function (MMT, SMT, diluted array) 
- redundancy of the pupil function 

- number of ro-subpupils per telescope (i.e., "multi-speckle mode"; ro= Fried parameter) 
- number of rings in 2-dimensional ring-shaped arrays. 
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The experiments show that speckle masking can reconstruct true images in spite of large 
gaps in the optical transfer function. The Knox-Thompson method cannot be applied in this 
ease. Speckle masking works since it can measure all closure phases. 

Speckle masking can easily be applied to arrays of large telescopes (diameter larger than 
Fried parameter  ro; "multi-speckle mode"). In this ease phase closure imaging has the 
disadvantage that it requires 
- a non-redundant mask of many ro-holes in front of each large telescope, or 
- a non-redundant pupil reeonfiguration (redundant input pupil -~ non-redundant exit pupil}, 

o r  

- arrays of large numbers of beam splitters and beam combining mirrors or fibers or 
similarily difficult techniques. 
For very large teleseopes, as the ESO VLT, and optical wavelengths it i s e x t r e m e l y  

difficult to apply these techniques and phase closure imaging. For example for ro=16em,  
the 4 x  8-m VLT has to be regarded as a highly redundant array of 4 x 5 0 x 5 0  = 10000 
"16-era telescopes" or ro-subapertures with 10000 different phase errors. In this ease a 
non-redundant mask has the disadvantage that only a small fraction of the light can be 
used. For example, at magnitude 19 the speckle interferograms of the 4 x  8-m VLT will 
eonsist of about 10 photon events. If a non-redundant mask with lg  light transmission is 
inserted into the pupil for phase closure measurements, then each non-redundant mask 
interferogram will consist on average of only 0.1 photon events. Each individual Miehelson 
interferogram would consist of 10/5000 ~ 0.002 photon events on the average. Even more 
difficult than non-redundant mask techniques is a non-redundant pupil reeonfiguration or 
beam splitting techniques sinee non-redundant mirror arrays of 10 000 mirrors or arrays of 
10000 beam splitters would be required. These devices would introduee aberrations and 
cause light loss. Speckle masking can avoid the described difficult pupil manipulations since 
it is a phase closure method that can easily be applied to redundant arrays (a single-dish 
telescope is a highly redundant array). Of eourse applications of speckle masking to the 
VLT require deteetors with large numbers of pixels. For a baseline of 75 m and X ~600 nm 
the speekle or fringe diameter in VLT interferograms will be 1.22 X /ba se l i ne  ~0.002". 
Therefore a photon-counting detector of ~ 1000x 1000 pixels or better 2000 x 2000 pixels is 
required for 1" seeing. Such detectors exist already, obvious computers for the reduction of 
the interferograms are transputer arrays. 

Acknowledgements. We thank ESO for observing time. The results shown in Figures 2 to 
4 are based on data collected at the European Southern Observatory, La Silla, Chile. 

Appendix A 

We will show that the Fourier transform of the triple correlation f I ( r ) I ( r + r l ) I ( r + r 2 ) d r  is 

the bispeetrum i (fl) ~ (f2) i*(fl+f2): 

Fourier transform of fI(r)I(r+ r l)I{r+r2) dr 

= fffI(r) I(r+r~)I(r+ r2) expl-- 2~i(rl.rl + f2"r2)] dr dr 1 dr 2 

= ffI(r)I(r+rl)exp[-2rcif l ' r  1] dr 1 {fI(r+r2)exp{-27rif2"r2) dr2 } dr 
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: ffI(r)I(r+r 1) exp[-2xif l ' r l ]  dr1 i(f2) exp(2rcif2-r ) dr (shift theorem) 

= f I ( r ) { f I ( r + r x ) e x p ( - 2 x i f l . r l ) d r i }  I(fz)exp(2~ifz 'r)dr 

= f I ( r )  I(fl)exp(2~ifl .r)  I(fz)exp(2~if2"r)dr (shift theorem) 

= fI(r)exp[2~ir ' (fs+f2)]dr  I(fl)  l(f2) 

= ~'(fl+r2) i(r2) i(f2) 
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1 F u n d a m e n t a l s  

1.1 Basic Principles, Definitions, and Notations 

Practically all our knowledge about astrophysical objects is based on the the analysis of the 
electromagnetic radiation which reaches us from space. Because of the enormous distances of 
astronomical sources the observed energy fluxes usually are very low. Hence, the observing of 
astronomical objects means the detection of very weak electromagnetic waves. The principle 
instrumental set-up of such measurements is outlined in Figure 1.1. In most cases the observed 
radiation is collected and focused by a telescope which sorts the radiation according to its- 
direction. Behind the telescope the radiation often passes another sorting device (labelled 
"analyzer" in Figure 1.1) which is sensitive to some intrinsic property of the radiation . 
Examples of such analyzing devices are filters, spectrographs, or polarimeters. Next, the 
radiation reaches the detector or receiver (the subject of this lecture) where the incident flux 
F~ is absorbed and converted into a signal S(F,,), which in most cases is an electrical current, 
voltage, or charge. After some on-line signal processing the signal is stored for a detailed 
analysis and the extraction of astrophysical information. 

q H H °"'=°'-'s=- I h TELESCOPE ANALYZER or 
RECEIVER I = PROCESSTN6 ' STORAGE 

Fig. 1.1. The principle components of astronomical instrumentation 

At present astronomers use three different basic detector types. In "coherent detectors", 
"radiometers" or "receivers" the incident electromagnetic waves are simply amplified and 
(sometimes after mixing with the signal of a local oscillator) rectified to produce a DC or 
low frequency electrical current. Such detectors are generally used at radio wavelengths. At 
higher frequencies the most common devices are "photon detectors" which make use of the 
interaction and energy exchange between the light quanta (photons) and electrons in the 
detector material. Finally, in "bolometers" the incident flux is determined indirectly from 
the heating of the detector material due to the absorbed radiation. 

In practice a given detector may incorporate properties of these different classes in a 
single device. An example are the superconducting tunnel-effect diodes discussed in Section 
3.3. These devices are clearly based on photon-electron interactions. But they are used as 
components of coherent receivers. 

The quantity measured by an astronomical detector usually is a spectral flux density F~ 
or F~ integrated over a certain spectral range. Proper physical units for these quantities are, 
e.g., Wm-2Hz -1 and Wcm-2A -1. A more convenient measure of the small radiation fluxes 
from astronomical objects is the unit Jansky (Jy)(= 10-2SWm-Znz -1). 

For historical reasons, in visual and infrared astronomy fluxes integrated over certain 
wavelength bands are also expressed in magnitudes m, where 
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f 
m = -2.5 l o g [ J  g(v)F~, (v)dv] + C (1.1) 

The weighting functions g are usually realized by a combination of filters and the detector 
response functions and are defined implicitely by means of standard stars with fixed mag- 
nitudes. A visual magnitude of m y  ~- 15 in the UBV color system corresponds to a visual 
region spectral flux density of about 3 mJy. 

In radio astronomy fluxes are often expressed as "antenna temperatures" TA which are 
defined by 

F~A 
T A -  2k (1.2) 

where A is the effective antenna surface and k the Boltzmann constant. This definition is 
motivated by the following fact. If an antenna observes an extended source (filling the whole 
antenna beam) of blackbody radiation of temperature TBB, the observed flux is given by Fv 
= $2B~, where B~ is the Planck function and ~ the beam solid angle. At radio wavelengths 
where hv << k T  (h = Planck constant) B~ can be approximated by the Rayleigh-Jeans law. 
Hence 

F~, = 2 ~ ( v / c )  ~ kTBB = 2f2~-2 kTBB (1.3) 

Furthermore, because of /2A -- ~2 (cf. P. Lena's contribution to this volume) we have 
F,~ = 2A - l k T B s ,  or by inserting this expression into Equ. (1.2) 

TA = TBB (1.4) 

Thus, for an antenna seeing only blackbody radiation, the antenna temperature is equal to 
the blackbody temperature and independent of the wavelength. 

1 .2  N o i s e  

Besides the signal S resulting from the incident radiation all detectors produce additional 
unwanted output components. If the additional output power is constant or predictable, it 
can be subtracted and fully removed. However, all output signals also contain stochastic 
noise components N which result in a statistical uncertainty of the measured signal. Precise 
measurements obviously require low values of N and high values of the signal-to-noise ratio 
S/N. 

Unavoidable noise sources in astronomical measurements are the quantum fluctuations of 
the incident radiation itself and the thermodynamic fluctuations of the energy content of the 
detector. The quantum fluctuations of the radiation result from its composition of individual 
light quanta or photons with individual energies hr.  According to classical thermodynamics 
the energy of a thermodynamic system (such as a detector) fluctuates in units of k T  where 
k is the Boltzmann constant. Hence, if the individual photons have energies 

hv > kT  (1.5) 

or 
v > ( k / h ) T  ~ 2 1010 (T/K)Hz (1.6) 

it is (at least in principle) possible to detect or count the light quanta individually. In this 
case the quantum fluctuations of the light become the limiting noise source. If a detector 
receives from a constant source an average of r photons per second, the actual number of 
photons collected during an integration time interval At will be 
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n- -  rAt + s (1.7) 

where s is the deviation from the mean caused by the quantum fluctuations. Normally 
the arrival times of the individual photons show a random distribution resulting in random 
fluctuations of s around zero. Hence, for the arithmetic mean values ~ and s ~ derived from a 
large number of individual integrations we have ~ ---+ 0 and 

(~-)1/2 = ~r = nl/2 = (rAlt)l/2 (1.8) 

Consequently we obtain for the signal-to-noise ratio 

SIN = n/v/~ = v/~ = ~ (1.9) 

As the quantum fluctuations are an unavoidable noise source , Equ. (1.9) gives an upper 
limit of the S/N for any kind of photometric measurement. Increasing At or the photon rate 
r will increase S/N, but only proportional to the square root of these quantities. 

As an illustrative example of the consequences of Equ. (1.9) let us consider medium 
resolution spectroscopic observations of a point source of visual magnitude my = 15 (such as 
a bright quasar, a typical T Tauri star, or a solar-type star at a distance of 1 kpc). A useful 
and easily memorized approximation formula for the photon flux at visual wavelengths (in 
photons s - l cm-2 /~  -1)  is 

Fphot  ~ 1O 3-°'4'~v (1.1O) 

Assuming my = 15, the collecting area of a 4-meter telescope, a spectral resolution of 1 
/~, and an optimistic total instrumental efficiency of 10 percent, wc obtain for each spectral 
dement  a photon rate of r ~ 10 photons s - ] .  Hence, according to Equ. (1.9) we have to 
integrate for 10 s to reach S/N = 10, for 103 s to reach S/N = 100, and l0 s s (about 24 
hours) to reach S/N -- 10O0. 

A comparison of the prediction by Equ. (1.9) with actual observational results is pre- 
sented in Figure 2. Obviously, the observations confirm the predicted relation rather well. 
Significant deviations occur only for the very faint and the very bright stars, where S/N 
becomes limited by other noise sources. 

As demonstrated by the above examples and by Figure 1.2 , the photon statistics forms 
a critical limitation for astronomical measurements in the visual spectral range. Because of 
the higher energies of the individual photons and the resulting lower photon rates for a given 
energy flux, this effect is even more important  at higher frequencies. The most energetic 
photons which so far could be ascribed to astrophysical objects have hu = 10 is eV (UHE 
Gamma rays). If the radiation flux assumed in the visual spectroscopy example discussed 
above would reach the detector pixels in the form of such energetic photons, we would have 
a photon rate r -- 10-14s -1,  or about one photon in 3106 years. Obviously, observations at 
such high energies are feasible only if very large collecting areas and very long integration 
times are used. 

The above estimates also show that astronomers cannot afford to waste photons, as 
any loss will decrease n and thus S/N. Therefore, a good astronomical detector must record 
the incident photons as completely as possible. A measure of a detector's photon collect- 
ing performance is its quantum efficiency (QE) or, more precisely, its "responsive quantum 
efficiency" (RQE) , which is defined as the ratio 

RQE = QE = number of recordedphotons 
number of incident photons (1.11) 

A related quantity is the "detective quantum efficiency" (DQE) defined as 
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Fig. 1.2. Observational mean errors of stellar polarimetric observations as a function of the apparent stellar 
magnitudes. The solid line represents the relation predicted from the photon statistics according to Equ. 
( 1 . 9 )  

2 

D Q E -  (S/N)°~'~P~t (1.12) 

From Equ. (1.9) and the above definitions it follows that  in the case of pure photon  noise we 
have DQE = RQE. If addi t ional  noise sources (such as f luctuations of detector  propert ies)  
are present,  we have DQE < RQE. 

The addi t ional  noise produced by a detector  itself is usually expressed by its noise equiv- 
alent power (NEP) ,  which is defined as the power of the incident  radia t ion  at which the rat io  
of the dgna l  and the detector  noise reaches unity. In radio as t ronomy the intrinsic noise power 
of a receiver or a receiver component  is customari ly  expressed (analogous to Equ. (1.2)) by a 
"noise t empera tu re"  TN. TA +Tlv = Tsu, is called the "sys tem tempera tu re" .  Measurements  
of Ts~, and thus of TA are l imited by the thermal  f luctuations.  If a receiver has a frequency 
bandwid th  of A•, per second an average of A~, s ta t is t ical ly  independent  noise contr ibut ions 
can be recorded.  During an integrat ion t ime At the number  of noise contr ibut ions will be 
n = A v A t ,  with a s ta t is t ica l  uncer ta in ty  of v/n. Hence, the relat ive error of the t empera tu re  
de te rmina t ion  will be 

AT 1 
- -  - -  ( 1 . 1 3 )  
Tsy, v~TAt 

The value AT = TSu~(AvAt) -1/2 is often called "sensi t ivi ty l imit" .  

1.3 Spectral Ranges 

At present as t ronomical  observations of e lectromagnet ic  radia t ion  are carried out in the fre- 
quency interval 107 < v < 103o Hz (about  102 > A > 10 -21 m or 10 - s  < hv ~ 10 is eV). As 
outl ined by Figure 3, for pract ical  reasons this vast frequency range is subdivided into the 
Radio,  Infrared,  Visual,  Ultraviolet ,  X-Ray, and G a m m a  regions. The Gamma- ray  range is 
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open-ended at high frequencies and by itself covers many orders of ten in photon energies, 
comprising a low-energy (LE) region (10 s - 10 s eV) , a high energy (HE) region (10 s - 10 l° 
eV), a very high energy (VHE) region(101° - 101~ eV), and an ultra-high energy (UHE) 
region(>_ 1014 eV). 

RADIO IR VIS,UV X- RAY y-  RAY 
L06 v:  

(Hz)  7 9 11 13 15 17 19 
I I I I I I I t t [ I I i 

l I ( I I I I I I I I I I I - -  

LO6 X: 1 0 -2  -4. - 6  - 8  -10 -12 
(m) i i 

( I I -L) ( 1 A )  

L O G ( h . v )  ' ' ' ' ' ' ' ' ' ' ' ' ' ' - -6  - 4  -2  0 2 4 6 
(eV) 

Fig. 1.3. Frequencies, wavelengths and photon energies of the electromagnetic frequency ranges used in 
astronomy 

Electromagnetic radiation is by far our most important but not our only source of in- 
formation about distant cosmic objects. Alternative techniques are e.g. neutrino astronomy 
and gravitational wave detection. Although applications of these methods have been very 
limited so far, they may become more important in the future. Hence, a brief discussion of 
the detector technology in these two fields will be presented at the end of this lecture. As- 
trophysical information can also be derived from cosmic ray observations. However, because 
of the cosmic magnetic fields the cosmic ray particles received on earth cannot be ascribed 
to individual astronomical objects. Therefore, cosmic ray observations cannot be regarded as 
an astronomical method. 

2 P h o t o n  D e t e c t o r s  

2.1  G a s  I o n i z a t i o n  D e v i c e s  

From the standpoint of the underlying physics, the least complex photon detectors are the 
gas ionization devices. The most common detector of this type is the proportional counter, 
which is widely used in X-ray astronomy. In its most simple form a proportional counter 
consists of a closed gas container with a transparent window and two electrodes (cf. Figure 
2.1). Photons entering the gas interact with the bound electrons of the gas atoms. If the 
photon energy hr, exceeds the electron binding energy of the gas atoms, its absorption will 
result in the generation of a positive ion and a free photoelectron. In principle the ionization 
can occur from any permitted and populated electron energy level (Figure 2.2). But energetic 
photons most likely lead to the ejection of electrons from the lowest energy state. For atoms 
more massive than hydrogen a removal of the innermost electron leads to the generation of an 
excited ion. The ion can return to its groundstate either by radiative transitions or by using 
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its excess energy to eject an additional (outer) electron (Auger effect). For light elements the 
Auger effect is the more likely de-excitation mechanism. 

h.~,l 

ANODi 

v ~ 
÷ - 

CATHODE I 

Fig. 2.1. Schematic arrangement of a proportional counter 
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Fig. 2.2. Photoionization of the hydrogen atom. n denotes the principle quantum number of the different 
allowed electron energy states 

If the photon energy exceeds the ionization energy, the excess energy will be transferred 
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to the ejected electron. Energetic photons thus produce photoelectrons with high (kinetic) 
energies. When the electron energies exceed the gas ionization energy, their collisions with 
the gas atoms result in additional ionization events, until all the initial photon energy is spent 
in the form of ionization events. Hence, in the absence of other energy loss mechanisms the 
total number of free electrons (and positive ions) which can be produced in such a cascade 
is (approximately) proportional to the initial photon energy. If a voltage is applied to the 
electrodes of the proportional counter, the electrons will drift to the anode and the ions to 
the cathode. Normally the anode has the shape of a thin wire, resulting in a high local 
field gradient, resulting in a significant dectrostatic acceleration on short distances. With an 
operating voltage of the order kilovolts, the energy gain between successive collisions with 
gas atoms can again exceed the gas ionization energy. The resulting secondary ionization 
events allow an amplification of the initial electron charges by factors of the order 10 3 - 10 s. 
Therefore, each absorbed photon leads to an easily measurable current pulse. A photon 
flux can be measured by counting these pulses electronically. As the total charge of an 
individual current pulse is about proportional to initial photon energy hv, a proportional 
counter provides direct information on the photon energy. However, the stochastic character 
of some of the processes involved and energy losses (heating of the gas, radiative effects) limit 
the spectral resolution E / A E  = u / A u  = A/AA to values of the order 3 to 5. 

By increasing the operating voltage, the charge amplification factor can be increased to 
values up to l0 s , where it saturates. In such high-gain "Geiger counters" the output pulses 
become independent of the photon energies and the spectral information is lost.Therefore, 
Geiger counters are rarely used in astrophysical applications. 
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X= 1 2 3 4 

Fig.  2.3. Example of a position-sensitive proportional counter scheme 

The use of multiple electrodes or resistive electrodes (with outputs at both ends) results 
in "imaging" or "position sensitive" proportional counters (PSPC). A schematic example is 
given in Figure 2.3. Here the dectrodes form a rectangular grid of X and Y wires. A position 
sensitive signal is obtained by using the X-wires as anodes and the Y-wires as cathodes, each 
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wire being connected to a separate electronic readout circuit. An event counted by a certain 
wire pair can be uniquely assigned to an X-Y coordinate position in the detector. A PSPC 
operated according to this principle is the main detector of the ROSAT X-ray satellite. With 
80 anode wires and 160 cathode wires the ROSAT PSPC resolves nearly l0 s pixels. Its 
spectral resolution is about 2.5. 

Proportional counters are applied mainly in the photon energy range 0.1 - 20 keV. At 
lower (ionizing) energies no suitable window materials are available. At higher energies Comp- 
ton scattering rather than ionization becomes the main photon- electron interaction. The 
filling gases of astronomical gas ionization devices are normally noble gases (e.g. Ne or Xe), 
to avoid losses due to the excitation of molecular vibration and rotation levels, The quantum 
efficiencies of proportional counters may reach peak values of 0.9 or more. 

Closely related to the proportional counters are the gas scintillation counters (GSC). 
The GSCs are also based in the creation of electron-ion pairs by the absorption of energetic 
photons in a gas. However, instead of amplifying and measuring these charges, in a GSC the 
electrons are gently accelerated to energies where their collisions with the gas atoms result 
in an excitation and optical radiation of the atoms. The optical radiation pulses (which 
again are proportional to the photon energies) are recorded by means of photomultipliers. 
GSCs have QEs similar to those of proportional counters, but their spectral resolution can 
be significantly higher (E/AE ~ 15). 

2 .2  S o l i d  S t a t e  D e t e c t o r s  

Solid state devices are by far the most common type of photon detectors. In order to under- 
stand their operating principles let us first recall a few basic physical properties of crystalline 
solids and of the photoeffect in semiconductors. 

2.2.1 E n e r g y  Levels in Solids 

As in the case of the gas ionization devices discussed above, solid state photon detectors 
are based on the interaction of photons with electrons which are bound in atoms. But in 
solids these atoms themselves are bound in the crystalline lattice. This has little influence on 
the innermost electrons and the corresponding lowest energy states. But the allowed energy 
states of the outermost electrons, which are characterized by overlapping wavefunctions and 
whose interaction with adjacent atoms is the basis for the formation and coherence of the 
lattice, are strongly modified. Their allowed energy states form broad energy bands which 
extend throughout the solid. As in the case of the discrete energy states of a free atom (Figure 
2.2), electron energy levels between the allowed energy bands are forbidden and empty. The 
highest occupied bands, containing the electrons which are responsible for chemical effects, 
are called the valence bands. If an energy band is not fully occupied, electrons in this band 
can be lifted to slightly higher energies by acceleration in the electrostatic field of an outside 
voltage. The corresponding systematic motion of the electrons constitutes an electric current. 
Therefore, such incompletely occupied bands can carry an electric current and thus are called 
conduction bands. 

As illustrated in Figure 2.4, the relative location of the valence and conduction bands in 
the energy diagram determine whether a solid is a metal, a semiconductor, or an insulator. 
At T = 0 K partially occupied valence bands (in metals) or an energy overlap of a fully 
occupied valence band and a conduction band (in semimetals) result in metalic properties. 
In semiconductors and insulators the valence bands are fully occupied and separated from 
the conduction bands by an energy gap Ea. Usually materials with Ea < 5eV are called 
semiconductors. With few exceptions only the semiconductors are of interest for the detection 
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Fig. 2.4. Schematic energy diagram for different types of solids. EF is the Fermi energy level. Allowed energy 
levels are shaded. Fully occupied bands are hatched 

of photons ( metals reflect most of the radiation, in insulators the photoeffect results in the 
buildup of charges). In all solids the probability of finding an electron at a permitted energy 
E is given by the Fermi distribution function 

f = [exp((E - EF)/kT) + 1] -1 (2.1) 

where the Fermi energy EF depends on the material. According to Equ.(2.1) EF is the energy 
at which the probability of the corresponding electron state being occupied reaches 0.5. In a 
semiconductor or insulator at T = 0 K the Fermi energy level falls halfway between the lower 
boundary of the lowest conduction band and the upper boundary of the highest valence band 
energy. As also shown by Equ. (2.1), for T > 0 the probability of finding an electron in the 
conduction band of a semiconductor or insulator is never strictly zero. However, for a given 
temperature this probability rapidly decreases if the energy gap increases, becoming very low 
in typical insulators at low temperatures. On the other hand, from Equ. (2.1) it is clear 
that at sufficiently high temperatures any crystalline solid will show significant conductance. 
The conductivity of the insulator gias at T = 10 a K is about equal to that of the typical 
semiconductor silicon at T = 102 K. 

Modern microelectronlcs makes extensive use of the fact that the conductivity of semi- 
conductors can be modified by implanting small concentrations of atoms with different valence 
electron numbers in the semiconductor lattice. Thus, it is possible to implant Sb atoms with 
five valence electrons per atom (Group V of the periodic system) into a crystal lattice of 
Group IV atoms (e.g. of the semiconductors Si or Ge) with four valence electrons. However, 
as only four of the five valence electrons are used in the Si or Ge lattice (cf. Figure 2.5), the 
extra electron of the Sb atom has a very low binding energy (< 50 meV) and a very large 
quantum-mechanical orbit. Hence, except at very low temperatures, the thermal energy of 
the lattice is sufficient to free these extra electrons into the conduction band, thereby increas- 
ing the conductivity significantly. A solid with conduction electrons produced in this way is 
called an n-type doped semiconductor. Because of the additional electrons in the conduction 
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band the Fermi energy is increased relative to an intrinsic semiconductor of the same bulk 
material (cf. Figure 2.4). Similarly, group III atoms can become members of a group IV 
lattice by acquiring an additional outer electron from the valence band of the lattice, creating 
a positively charged "hole" in the valence-band electron energy distribution. Since now the 
valence band is no longer completely filled, it can carry a current which can be ascribed to 
the movement of positive holes. Obviously in such a positive or p-type doped semiconductor 
the Fermi energy level must be lower than in the corresponding pure material. 

% // 

%.._.// 

Fig. 2.5. Schematic representation of the lattice structure of an intrinsic and a doped (n-type) Group IV 
semiconductor. Each llne represents an individual valence electron 

As noted already, the loosely bound "extra electrons" of (n-type) doped semiconductors 
have very extended orbits which overlap even at small values of the impurity concentrations 
(down to 10 -s) .  As a result, doped semiconductors with sufficiently high impurity concentra- 
tions contain additional energy bands which are located between the valence and conduction 
bands of the corresponding pure solid. Because of the low binding energy of the correspond- 
ing electrons the energy gap between such an "impurity band" and the conduction band is 
always much smaller than Ea of the corresponding pure solid. 

2.2.2 P h o t o c o n d u c t i o n  

As outlined by Figure 2.6, the absorption of a photon and the transfer of its energy to a valence 
band electron can lift the electron into the conduction band. Hence, in a semiconductor 
photon absorption increases the conductivity. If a voltage is applied to the semiconductor, 
the absorption results in a current which is proportional to the photon rate. Alternatively, if 
the photon energy is higher than the energy binding the electron to the solid, a photoelectron 
can be ejected from the lattice. The latter effect occurs in photocathodes. It will be discussed 
in Section 2.2.6. 

The generation of conduction-band electrons by photon absorption in the valence band 
(which can take place in an intrinsic or a doped semiconductor) is called "intrinsic photo- 
effect". Obviously, it can occur only if the the photon energy exceeds the band gap energy 
EG. Hence, all semiconducters have a cutoff frequency below which intrinsic photoabsorption 
and photoconduction are not possible. Above the cutoff frequency the intrinsic photoeffect 
can be very efficient, with RQEs sometimes exceeding 0.9. In a cooled, doped semiconductor 
where the temperature is low enough to prevent thermal excitation of the impurity band 
electrons, conduction band electrons can also be created by photoeffect from an impurity 
band. From Figure 2.6 it is clear that this "extrinsic" photoeffect, involving impurity band 
electrons, results in lower cutoff frequencies . Therefore, impurity band photoconductors are 
particularly useful for detecting low energy infrared photons. 
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Fig. 2.6. Intrinsic and extrinsic photoeffect in photoconductors 

Fig. 2.7. A stressed Ge:Ga detector with a cutoff wavelength of 240 /tm. The semiconductor chip is the small 
black square in the lower left opening. It is mounted in vice which exerts the required stress. The device 
shown in this figure has been developed for use on the ISO infrared satellite (Courtesy D. Lemke, MPIA 
Heidelberg) 

Even smal ler  effect ive band gaps can be achieved by sub jec t ing  impur i t y  band conductors  
to a mechan ica l  stress close to thei r  elast ic fimit (cf. F igure  2.7). Small  band gaps and 

cor respondingly  low cutoff  f requencies  can also be achieved in some intr insic  p h o t o c o n d u c t o r s  
where the band gap can be modif ied  by changing the composi t ion .  An example  is the alloy 
I t g l - x C d x T e .  For X = 0 this mate r ia l  has meta l l ic  p roper t ies  (as the conduc t ion  and 
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valence bands overlap slightly). For X = 0.2 the band gap becomes zero. For X = 1 the band 
gap reaches 1.6 eV. A listing of the band gaps and resulting cutoff wavelengths of various 
astronomically relevant photoconductors  is given in Table 1. The relative response functions 
of some commercially available photoconductor  materials are given in Figure 2.8. 

Table 1. Band gaps EG and cutoff wavelengths )tma~ of astronomically relevant photoconductors 

I. INTRINSIC PHOTOCONDUCTORS 

Composition: EG (eV): A max (pm): 

GaAs 1.35 0.92 
Si 1.12 i. I0 
Ge 0.68 1.82 
InAs 0.33 3.80 
InSb 0.18 6.95 
HgCdTe adjustable adjustable 

II. IMPURITY BAND PHOTOCONDUCTORS 

Si:In 0.16 £ 
Si:Ga 0.07 18 
Si:Bi 0.06 18 
Si:As 0.05 23 
Si:P 0.05 28 
Ge:As 0.01 95 
Ge:Ga 0.01 120 
Ge:Ga stressed < 0.01 240 

In astronomy photoconductors  are used either as light sensitive resistors (as outlined 
above) or as photovoltaic diodes producing an illumination dependent voltage. Figure 2.9 
outlines the principle of such a (PN) diode. It consists of a semiconductor crystal where 
in a narrow transition region the doping changes from p-type to n-type. In the absence of 
a voltage, the Fermi level must be constant throughout the lattice. On the other hand, as 
explained above, the location of the Fermi level relative to the conduction and valence bands 
depends on the doping type (and concentration). Hence, the constancy of the Fermi level 
results in a distortion of the conduction and valence bands. As the electrons tend to occupy 
the lowest allowed energy states, an electron (and hole) depletion zone forms at the junction 
of the p and n-type material. Consequently, in the absence of a bias voltage the diode has 
a higher resistance than its p and n type components. An outside voltage can deform the 
Fermi level. Depending on its polarity, the voltage can either compensate the band distortions 
and restore the conductivity or cause an even stronger depletion zone and higher resistance. 
If photons are absorbed in the depletion zone, the resulting photoelectrons and holes are 
seperated by the potential gradient accross the depletion zone (cf. Figure 2.9). If the two 
ends of the diode are connected by a load resistor, the absorbed radiation results in a current 
and a voltage proportional to the absorbed light flux. 

Figure 2.10 shows the principle structure of two other diode types of astronomical in- 
terest. Closely related to the PN diodes are the PIN (= positive-intrinsic-negative) diodes, 
which contain a region of intrinsic material between the p- an n-type layers. As a result of 
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Fig. 2.9. Band distortion and photoeffect at PN junctions 

this additional layer the extent of the depletion region is increased, giving a larger photosen- 
sitive volume. In the case of the 'Schot tky  diodes" a metal and an n-type semiconductor are 
brought into contact . Charges trapped in the surface layers (or differential doping) cause 
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the kind of band distortion shown in the figure. Thermal excitation or (at low temperatures) 
quantum-mechanical  tunnelling allows electrons to cross the barrier formed by the depletion 
zone of the Schottky junctions in the direction of decreasing potential. As a result, a DC 
current can flow whithout an outside voltage. If a voltage is applied to a Schottky diode, its 
polarity determines whether the current is reduced or strongly enhanced. Hence, Sehottky 
diodes exhibit a strongly nonlinear current-voltage relation. 
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Fig. 2.10. Energy diagrams for PIN and Schottky diodes 

Because of the small size of photoconducting detectors, imaging detector systems can be 
made by assembling arrays of individual detector elements, each one equipped with its own 
readout electronics. But,  as these detectors are manufactured using the s tandard production 
methods for integrated dectronic circuits, it is also possible to make one-chip integrated 
detector arrays, such as the Reticon arrays, the Charge-Coupled Devices (CCD), or the 
Charge Injection Devices (CID), which will be discussed in the following paragraphs. 

2 .2 .3  R e t i c o n  

The Reticon device (named after the US firm which first developed this type of detector) 
is a silicon-based integrated circuit containing a large number(typically of the order 103 ) of 
photodiodes connected to FET switches and a shift register according to the scheme outlined 
by Figure 2.11. In most cases the diodes are arranged linearly (Figure 12.12) forming a long 
row. But other geometric arrangements are also possible and available. A Reticon is operated 
as follows: Before starting an exposure, temporarily a reverse voltage is applied to the diodes 
(and the associated capacitances) resulting in the storage of a charge of the order 10 e electrons 
at each of the diodes. If the detector is cooled to ~ 150 K the reverse conductivity of the 
diodes becomes very small and the charges can remain stored for hours. However, if the 
diodes are exposed to light, photoconduct ion will result in a discharge current proportional 
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Fig. 2.11. Operating principle of the Reticon diode array 

to the photon rate. After the end of the exposure the diodes are recharged individually by 
docking a switching signal through the shift register. Each diode is sequentially connected to 
the output line, where an output signal is generated by the recharge current. Thus, the charge 
loss due to the illumination (and consequently the photon flux) is determined for each diode. 
The output signals are amplified, digitized and transferred sequentially to a computer where 
the recorded image can be restored from the known geometric arrangement of the diodes. 

Fig. 2.12. A 1024 pixel linear Reticon array for astronomical spectroscopy. The central black strip is the 
photosensitive area 

Silicon Reticons are most sensitive in the green to red spectral range but can be used 
at wavelengths up to 1.1 /zm. Their peak quantum efficiencies reach values above .85. A 
disadvantage is the large capacitance of the Reticon output line and the associated charge. 
Electron fluctuations of this charge introduce a "readout noise" of the order 103 electrons 
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r.m.s.. Hence, at each diode the signal must be at least of this oder to be measurable. On the 
other hand, up to 106 photoelectrons can be recorded at each pixel, allowing (according to 
Equ. 1.9) a S/N ~ 1000. Hence, a Reticon is an excellent device for precision measurements 
of relatively high radiation fluxes (number of recorded photons per diode >> 103 ). 

2 .2 .4  C C D s  and  C I D s  

A CCD chip consists of a thin (~ 0.2mm), rectangular, mono-erystalline slab of photocon- 
ducting material. In most cases the main substrate is p-type silicon. Its surface is covered by 
very thin (~ l#m) strlp-shaped conducting electrodes (cf. Figure 2.13) which are separated 
from the substrate by a .-~ 0.1# oxide insulating layer. The photosensitive part of the chip is 
a (~ 10#) lightly doped or nearly intrinsic layer below the insulating layer where long narrow 
"channel stops" (consisting of heavily doped p-type material) are implanted by differential 
doping. 

h'V 

Readout electPodes 

Insulating 
layer 

F£ALL LA I LI'I I 

Fig.  2.13. Schematic structure of a CCD chip 

Carrier depletion and-the resulting negative charge efficiently prevents the movement of 
electrons across the channel stops. Hence, the channel stops define channels restricting the 
movement of the photoelectrons. These "read out channels" are oriented perpendicular to 
the electrode strips (cf. Figure 2.13). 

At the edge of the chip the channel stops end in a "readout register" which has its own 
set of electrodes oriented perpendicular to the electrode strips in the detection section. For 
the most commonly used three-phase CCDs the .whole electrode arrangement is outlined in 
Figure 2.14. As shown by this figure, in the 3-phase device the individual electrodes are 
connected alternatingly to three voltage supply lines. The size of the (square-shaped) pixels 
is defined by the channel width and three consecutive electrode strips. 

When a CCD is exposed, at each pixel one electrode is kept at a (by a few volts) more 
positive voltage. If light is absorbed in the photoconductor the photoelectrons accumulate 
below this electrode while the holes are drawn into the substrate. After the exposure the chip 
shows a photoelectron charge distribution corresponding exactly to the distribution of the 
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absorbed light. This two-dimensional charge distribution is read out by changing the electrode 
voltages according to the scheme indicated in Figure 2.15. Each full cycle of three voltage 
changes moves the whole charge distribution by one pixel along the readout channels. The 
pixel row adjacent to the readout register is moved through a transfer gate (omitted in Figure 
2.14) into the register. By alternating the voltages of the register electrodes (following again 
the scheme of Figure 2.15) the content of the output register is then read out sequentially 
through an on-chip preamplifier to a signal line. This sequence of events is repeated untill 
the charge content of all pixels has been recorded, digitized, and stored in a computer. 
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Fig. 2.14. Schematic electrode arrangement of a (6 × 6 pixel) three-phase CCD 

The most serious problem in manufacturing CCDs are lattice defects which can trap 
electrons, resulting in an incomplete charge transfer during readout. As the charge of an 
individual pixel may experience up to 10 6 transfer steps, even a tiny fractional charge loss at 
each step will have disasterous consequences for the image. As lattice defects tend to result 
in the trapping of a fixed number of electrons, charge transfer deficiencies are particularly 
damaging to weakly exposed images containing few electrons per pixel. Surface or interface 
layers are particularly prone to contain lattice defects. Hence, high quality ("buried-channel") 
CCDs use a very thin (~ 0.2p) n-type zone below the insulating layer to generate a minimum 
of the electrostatic potential slightly below the interface beteween the silicon and the insulat- 
ing layer. The photoelectrons are accumulated in this potential minimum, where the lattice 
is more uniform and where the electrons can be transferred safely. Differential doping (or 
special electrode geometries) can also be used to define the charge transfer direction during 
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readout. This allows to design CCDs with only two (2-phase) or even only one (virtual phase) 
electrode per pixel. 
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Fig. 2.113. Charge transfer in a three-phase CCD 

A CCD chip can be illuminated either through the (transparent) electrodes or from 
the rear (substrate) side. Because of unavoidable light losses in the electrodes the latter 
solution is favoured in astronomical applications. However, since the absorption coefficient 
of silicon strongly increases with decreasing wavelength, most blue photons are absorbed 
near the surface of the silicon slab s before reaching the lightly doped photon conduction 
layer. Hence, such "back-illuminated" CCDs show a low sensitivity for blue light. A possible 
remedy is thinning the silicon slab (mechanically or chemically) to a thickness of ~ 10/z. The 
dramatic improvement of the blue response achievable by this procedure is shown in Figure 
2.16, where the measured RQE is plotted for two commercially available chips. However, even 
thinned, backside-illuminated CCDs normally show a steep sensitivity decrease in th UV. This 
behaviour is due to the very high absorption coefficient of silicon at short wavelengths, which 
results in an absorption of UV photons already in the surface layers where the photoelectrons 
tend to become trapped by lattice defects. Hence, CCDs for UV applications require specially 
treated surface layers. Alternatively, phosphorous paints can be applied which convert the 
UV photons into easily detected visual or red photons. 

At present high quality CCDs suitable for astronomy are available with pixel sizes ~ 30/z 
and formats up to 1000 × 1000 pixels. Larger chips are under development. By cooling a silicon 
CCD to temperatures ~ -100°C (using e.g. liquid nitrogen s cf. Figures 2.17 and 2.18) the 
dark current due to thermally generated conduction electrons can be made negligible. Hence, 
as in the case of the Reticon, the sensitivity is limited mainly by readout noise. However, 
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because of the absence of long signal lines, in CCDs readout noise values < 10 electrons 
(r.m.s.) can be achieved. Thus, CCDs are well suited for detecting weak light fluxes. On the 
other hand, because of the lower charge capacity of a CCD pixel (of the order 10 5 electrons) 
the maximum achievable S/N is lower than obtainable with a Reticon exposure. 
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As the conduction properties of the various layers of a CCD chip are based on the thermal 
excitation of the charge carriers, the CCD design cannot be directly applied to impurity band 
photoconductors. Therefore, for IR applications hybrid CCD detectors have been developed, 
where a matrix of impurity band detector elements is bonded to a silicon CCD. The hybrid 
design is also used in the commercially available HgCdT1 infrared CCDs. 

Closely related to the CCDs are the CID detectors. CIDs also consist of a photoconductor 
covered by a system of readout electrodes. However, each pixel has two individual electrodes 
which are connected to a rectangular grid of X and Y lines. Hence, an individual pixel 
corresponds to a distinct pair of these lines. As in the CCD, an exposure of the chip results 
in a "charge image". But, in contrast to the CCD, a CID can be read out without destroying 
the charge distribution. This is accomplished by temporarily varying the electrode voltages. 
If e.g. a charge has been accumulated at the pixel corresponding to the X-line i and the 
Y-line j, a voltage change at the X-line i will result in a charge dependent voltage variation 
at the corresponding Y-line (cf. Figure 2.19). A measurement of this voltage variation, gives 
the accumulated charge at the corresponding pixel. 

To erase the exposure the photoelectrons are "injected'into the semiconductor substrate 
by means of a negative electrode voltage. The "non-destructive readout" obviously has the 
advantage that the growth of the image can be followed during the exposure. Furthermore, 
as lattice defects are much less critical than in CCDs, CIDs are easier to make and easily 
adoptable to different kinds of semiconductor materials. On the other hand, the length and 
the correspondingly high capacitances of the readout lines result in readout noise values which 
are comparable to those of Reticons and much higher than in the case of CCDs. 
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Fig. 2.17. Principle design of a liquid nitrogen cryostat for photoconducting detectors 

Fig. 2.18. A CCD chip (center) mounted in its (opened) cryostat. Also shown are the heat l~th and tem- 
perature control resistors (above) and part of the control electronics (to the left) 
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Fig. 2.19. Schematic electrode arrangement of a CID detector 

2.2.5 P h o t o g r a p h y  

Apart from the human eye, photographic plates are the oldest astronomical light detectors. 
Although for most astronomical applications photography has been replaced by CCDs and 
photocathode detectors, photographic plates are still being used for the imaging of large fields. 
Astronomical plates consist of small ( 10 -  40/xm) AgBr crystals (called grains) suspended in a 
thin dried gelatin layer. AgBr is a semiconductor with a band gap of about 2 eV. Hence pure 
AgBr absorbs blue light only. With impurities the sensitivity can be extended into the red 
axld infrared spectral range. Impurities and lattice defects (including free Ag + and Br -  ions) 
are a prerequisite for reaching reasonable quantum efficiencies of photographic materials. 
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Fig. 2.20. The generation of a photographic image 

As in the photoconductors discussed earlier, the absorption of a photon in an AgBr grain 
results in the generation of a conduction electron and a positive hole. Ions diffusing in from 
the gelatin tend to trap these holes , preventing a rapid recombination. (For this reason, the 
gelatin properties have a profound influence on the emulsion sensitivity). If a photolelectron 
diffusing through the lattice meets a free Ag + ion, a silver atom is formed. Because of its 
relatively small size, the Ag atom also can diffuse through the lattice. If it encounters a 
Br-  ion, AgBr is formed again. In this case the information about the photon absorption is 
lost. If an Ag atom meets a second Ag atom (produced by another photon reaching the same 
grain during the lifetime of the first silver atom), the two atoms form an Ag duster (i.e. the 
beginning of a silver crystal). Clusters of only two silver atoms can still be destroyed again 
by Br -  ions. However, if the absorption of additional photons results in a further growth, 
the clusters become stable when they contain at least 3-5 atoms. Hence, after an exposure 
the grains which absorbed a sufficient numbers of photons contain tiny silver crystals. This 
"latent image" of tiny silver specks in part of the grains can be amplified and made visible 
by developing and fixing the plate (Figure 2.20). During the developing process the latent 
image is amplified (by a factor of the order l0 s) using a chemical process which converts 
AgBr into silver and a soluble bromlum compound in those (and only in those) grains which 
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already contain silver dusters or crystals. In the fixing process the remaining AgBr grains 
are removed chemically. 

Since a grain contributes to the latent image only if several photons have been absorbed 
within the lifetimes and diffusion times of the silver atoms in the lattice, the photographic 
quantum efficiency depends on the incident flux, on the exposure time, on the size of the 
grains (larger grains obviously being more sensitive), and on the impurities and the diffusion 
time scale of the material. Astronomical applications, characterized by low photon rates, ob- 
viously require photographic emulsions with long diffusion times. Therefore, for astronomy 
special photographic plates are manufactured which contain highly imperfect microcrystals 
and high concentrations of impurities. The diffusion effects can be delayed further by cooling 
the plate during the exposure. As the lifetime and the survival chances of the silver atoms 
depend strongly on impurities, part of which are diffusing in from the gelatin and its surface, 
the plate sensitivity also depends on environmental characteristics such as the humidity. Re- 
moving selectively certain impurities (such as bromium ions and water molecules) by vacuum 
treatment, baking, or washing the plate in suitable chemicals before the exposure, may result 
in a sensitivity increase by large factors. Another method of increasing the sensitivity is a low 
light level uniform pre-exposure to have an initial supply of free Ag atoms in each grain when 
the object exposure is started. If the pre-exposure intensity is below the level where stable 
Ag dusters are formed, the background density of the plate remains unaffected. In order to 
be effective the time delay between the pre-exposure and the object exposure obviously must 
be less than the diffusion time scale of the emulsion. 

In contrast to most othe~ solid state detectors, photographic plates use microcrystals. 
Hence, very large (~ m 2) plates with > l0 s pixels can be made. On the other hand, because 
of the competing physical effects in a grain during the exposure, the quantum efficiencies of 
photographic emulsions are generally rather low. Even for the best photographic plates the 
QE rarely exceeds 0.01. Furthermore, the nonlinearity of the photographic process and the 
many different parameters affecting the sensitivity make an accurate calibration of photo- 
graphic images cumbersome and often impossible. 

2.2.6 P h o t o e a t h o d e s  

Photocathodes are made of semiconductors with relatively low electron ejection energies, 
such as GaAs, Cs3Sb, K2 CsSb, or(Cs)Na2KSb. In a homogeneous semiconductor the photon 
energy required to eject a valence electron into the vacuum is always considerably higher 
than the band gap energy (cf. Figure 2.6). Therefore, modern photocathodes use thin 
inhomogeneous surface layers and the associated energy-band distortions (cf. Section 2.2.2) 
to lower the electron ejection energy. As illustrated by Figure 2.21, a substantial decrease of 
the ejection energy or "work function" can be achieved by n-type doping of the surface layers 
of an otherwise p-type (or intrinsic) semiconductor. 

Using different doping concentrations the ejection energy and thus the spectral response 
can be tailored to specific needs. By means of such techniques photocathodes sensitive at 
wavelengths up to about 1.2 pm and with peak quantum efficiencies up to 0.6 have been 
developed. However, most practical photocathode devices have RQE values of ~ 0.10 - 0.30 
only. Furthermore, as good photocathodes depend on differential doping effects in very thin 
surface layers, they are very sensitive to overexposure, overheating, and chemical reactions 
with the rest gas of an incomplete vacuum. Dark emission of photocathodes can be made as 
small as 10 -4 electrons s -~ per image element. If internal amplification methods are used 
(see below) photocathode devices are practically free of readout noise. Hence, in spite of their 
generally lower RQE, at very low light levels photocathode detectors may have higher DQEs 
than the photoconducting devices discussed above. 
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Fig. 2.21. Lowering of the ejection energy of photoelectrons in photocathodes by 
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Fig. 2.22. Schematic arrangement of a photomultiplier tube 

During the past  decades a great variety of different phocathode  detectors  have been 
developed for astronomy. Only a few of these (photomult ipl iers ,  image intensifiers, intensified 
vidicons, and photon counting detectors) will be described here. 

2 .2.7 P h o t o m u l t i p l i e r  T u b e s  

As shown schematical ly in Figure 2.22, a photomult ip l ier  tube (PMT)  consists of a photo- 
cathode, an anode, and several (up to about 15) secondary electrons emit t ing dynodes.  The 
whole assembly is enclosed in a vacuum cylinder. Often the cathode is semit ransparent  and 
evapora ted  onto the inside of the tube entrance window. A photoelectron emi t ted  by the 
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cathode is accelerated by a high voltage (~ kV) electric field towards the first dynode. Since 
the energy gain of the electron is much larger than the electron ejection energy of the diode 
material (usually also a semiconductor) each primary photoelectron gives rise to the ejection 
of several (up to 50) secondary electrons. The secondary electrons are now accelerated to- 
wards the next dynode, where the charge is again multiplied by a factor larger than unity. 
As a result of the repeated charge amplification at the dynodes, each photoelectron from the 
cathode results in up to 10 s electrons (i.e. an easily detectable charge pulse) at the cath- 
ode. Hence, like proportional counters, PMTs allow a direct detection and counting of the 
individual photoelectrons. 

Photocathode 
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Fig. 2.23. Schematics of a channel electron multiplier 

A variant of the PMT tubes are the channel electron multipfiers (Figure 2.23) where 
the dynodes and their resistor chain are replaced by a tube with a semiconducting inner 
surface. By producing the photoelectrons in the entrance part of the tube, even a separate 
photocathode can be omitted. Channel multipliers obviously are very simple. Moreover, 
applying glas fiber production techniques, channel multipliers can be made rather small (down 
to diameters of about 10 p). Bundles of large numbers of parallel channel multipliers fused 
together form Microchannel Plates (MCPs), which are used in imaging photocathode devices 
(see Figure 2.25). 

2.2.8 Image Intensifier T u b e s  

Image intensifiers are vacuum tubes containing a semitransparent photocathode and an anode 
which consists of a thin metal film followed by a phosphor screen. The metal film is opaque to 
light but transparent to the energetic photelectrons which are accelerated by a high positive 
anode voltage to energies of the order 10 keV (cf. Figure 2.24). 

Although part of the electron energy is lost in the metal film of the anode (which is 
needed to prevent an optical feedback), each accelerated electron still deposits several keV 
in the phosphor screen. This results in the emission of a large number (typically ~ 102) of 
secondary photons for each photoelectron. Using one of the techniques outlined in Figure 2.25, 
all photons emitted from a given point of the photocathode are focused to a corresponding 
point at the anode. Hence, on the phosphor screen we obtain an intensified image of the light 
distribution on the photocathode. This intensified image can be recorded by a less sensitive 
optical detector such as a photographic plate or a television camera. If the luminosity gain 
of a single image tube is not sufficient for this purpose, several intensifier stages can be used 
in series, resulting in a total amplification which is the product of the gains of the individual 
stages. 
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Fig. 2.24. Image intensifier principle 

For image intensifier tubes a good vacuum is even more important than for other pho- 
tocathode devices as the keV photoelectrons easily ionize the rest gas atoms and molecules. 
Ions produced in this way are accelerated towards the photocathode where they cause flashes 
of electron emission. Apart from increasing the noise level~ the impact of the energetic ions 
also results in a slow destruction of the cathode material. 

Present astronomical image intensifiers make use of four different electron imaging meth- 
ods (cf. Figure 2.25). If the distance d between the photocathode and the anode is not more 
than about 10 - 50 times larger than the size of the required spatial resolution element~ an im- 
age can be obtained without electron optics. Such "proximity focus" intensifiers (also called 
"proxifiers') are particularly simple and compact. However: since the spatial resolution is 
about proportional to d -1 while the luminosity gain is about proportional to the operating 
voltage V~ and since the product V d  -1 is limited by the onset of field effect electron emis- 
sion, high spatial resolution and high gain cannot be achieved simultaneously with proximity 
focus devices. For most astronomical measurements low spatial resolution is not acceptable. 
Therefore~ in astronomy proxifiers find applications only as low gain devices for some special 
purposes. 

Higher gains can be achieved when electrostatic lenses are used for focusing. If the 
lense electrode has a suitable geometry: a single lens at the anode potential produces an 
acceptable image. In this case the image quality is relatively insensitive to fluctuations of 
the operating voltage. A disadvantage of such simple electrostatically focused tubes is a 
substantial curvature of the object plane and the image plane. Hence the photocathode and 
the phosphor screen have to be curved. To compensate for this curvature the entrance and 
exit windows of electrostatic intensifiers normally consist of fiberoptic plates with a plane 
outside surface and a curved inner surface. 

By far the best spatial resolution is achieved in magnetically focused intensifiers. Good 
images over an extended field are possible by matching the homogeneous magnetic field of 
a long coil to an approximately homogeneous electric field generated by means of a series of 
ring electrodes ("1{" in Figure 2.25) at electric potentials intermediate between the cathode 
and anode. The achievable image quality is limited by the constancy of the coil current 
and accelerating voltage and on the efficiency of the shielding against outside magnetic fields 
(such as the terrestrial field). Examples of photographic spectrograms observed by means of 
magnetically focused image tubes are reproduced in Figure (2.26). Note the gain in exposure 
time and information content between the spectrograms (1) and (2). This difference is entirely 
due to the higher QE of the photocathode as compared to the unaided photographic plate. 
A further increase of the gain (spectrogram 3) reduces the time required to obtain a well 
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exposed image (and allows the detection of single photoelectrons, made visible as individual 
small spots) but brings little additional information gain. 
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Fig. 2.25. Schematic representation of the different electron focusing methods used in image intensifiers 

The principle of imaging by means of a microchannel plate has been mentioned already. 
As an important difference to other image intensifier types, in MCP devices the gain is 
achieved mainly by increasing the number of electrons rather than by the energy gain of 
single photoelectrons. Hence, MPC intensifiers produce very high gains (up to 10 8 in a 
single stage) at relatively low operating voltages. For this reason MCP intensifiers also are 
less sensitive to ion events. Moreover, the use of curved or V-shaped individual channels, 
efficiently prevents that ions produced and accelerated in the high field near the anode reach 
the sensitive photocathode. 

2.2.9 In tens i f i ed  V i d i c o n s  

The principle arrangement of vidicon and intensified vidicon tubes is outlined in Figure 2.27. 
Ordinary vidicons contain no photocathodes but use large scale (or matrix) photodiodes as 
primary detector surfaces. 

Operationally a vidicon shows many similarities to the Reticon detector described above. 
As in a Reticon, the diode layer is charged uniformly at the beginning of the exposure. For this 
purpose an electron beam is scanned over the rear side of the diode layer. Incident light results 
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Fig. 2.20. Comparison of photographic spectrograms of the same object (1) obtained without an image 
intensifier, (2) with a medium gain intensifier, and (3) with a high gain intensifier recording individual 
photoelectrons 

in photoconduction and thus in a charge reduction in the exposed areas. When the target is 
recharged again by the dectron beam, a signal proportional to the absorbed light is produced 
by the recharge current. Intensified vidicons use as primary detector a photocathode.  The 
photoelectrons are accelerated to about 10 keV and focused onto a vidicon target. Because 
of the energy gained in the high voltage field, each photoelectron produces a large number 
of secondary conduction electrons in the target. This again results in a discharge the target 
proportinal to the incident light intensity. The recharging of the target and the signal readout 
again occurs using an dect ron beam, as in the ordinary vidicon. 
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Fig. 2.27. Operating principle of vidicon and intensified vidicon tubes 
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Because of their high readout noise ordinary vidicon tubes (which are commonly used 
in TV cameras) are not suited for the low light levels encountered in astronomical measure- 
ments. On the other hand, in intensified vidicons the inherent high readout noise of the 
vidicon principle is overcome by the internal amplification of the photoelectrons. With KC1 
targets (which can be operated at room temperature) or silicon targets (at about - 100 ° C) 
exposure times of many hours between consecutive readouts are possible. Depending on the 
target material and the details of the target structure and readout procedures, the intensified 
vidicons are termed "Secondary Electron Conducting" (SEC), "Silicon Intensified Target" 
(SIT), or "Electron Bombarded Silicon" (EBS) tubes. 

2.10 Photon  counting Detectors  

As illustrated in Figure 2.26, high gain image tubes allow detection of the individual pho- 
toelectrons even on photographic plates. Modern photon counting detectors combine the 
image tube principle with fast electronic readout schemes. During the past decade a great 
variety of arrangements based on this scheme have been developed for optical astronomy. All 
these systems use photocathodes as primary detectors and one of the focusing mechanisms 
discussed above for electron imaging. In the optically coupled devices the output screen of 
an image intensifier is imaged onto a secondary light detector by means of a transfer lens or 
a fiber plate. In the vacuum devices the electron image is recorded directly using an imaging 
electron detector or a position sensitive anode. 

An important step towards the development of real imaging photon counting detectors 
were the image disector scanners (IDS). In an IDS the screen image of an image intensifier is 
read out by means of a position scanning PMT (called "image disector"). The decay time of 
the intensifier phosphor is used to store the image information over the scanning cycle. More 
efficient is the use of a (fast response) TV camera (based on a vidicon or a fast-scan CCD) 
behind an image intensifier. This combination is called Imaging Photon Counting System 
(IPCS). The image intensifier screen can also be imaged on a linear diode array) or a CCD. 
The latter combination is known as intensified CCD or ICCD. In this photon counting mode 
the CCD has to be read out on a timescale which is shorter than the inverse photon rate (per 
pixel). As there are upper limits to the readout frequency of a CCD, ICCDs are not suited 
for applications with high photon rates. A particular simple and fast intensifier readout 
scheme is used in the PAPA (= Precision Analog Photon Adress) detectors. In the PAPA 
device the output screen of a high gain image intensifier is imaged simultaneously on several 
coded masks in front of ordinary PMTs. The digital masks correspond to spatial frequencies 
increasing in increments of a factor of two. The position of a photon event on the screen can 
be determined uniquely from monitoring the PMTs and from determining through which of 
the masks the photon event has been seen. From the example of Figure 2.28 it is dear  that 
with n such masks (and the associated PMTs) a total of 2 = pixels can be resolved in one 
dimension. Actual PAPA detectors use two (perpendicularly oriented) pairs of 9 masks and 
PMTs, resulting in a resolution of 29 x 29 = 512 x 512 pixels. The spatial resolution can be 
increased by combining digital and analog masks. 

Among the vacuum-coupled photon counting devices are tubes having a large number 
of individual anode sections which are connected to signal lines, again using binary coding 
schemes. An example of this detector type are the MAMA (=Multi-anode Microchannel 
Array) devices which are commercially available with formats of 106 or more pixels. Alterna- 
tively the anode of an image intensifier can be replaced by a diode array (such as a Reticon). 
In this case each accelerated electron produces a current pulse well in excess of the readout 
noise. Photon counting devices designed according to this principle (called Digicons) are the 
principal spectroscopic detectors of the ttubble Space Telescope. Another successful design 
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Fig. 2.28. Examples for binary coded masks used in PAPA detectors 

principle is the combination of a microchannel plate and a uniform resistive anode. Using 
(e.g.) a square resistive anode with conections at each of the four corners, for each recorded 
photoelectron the impact position of the amplified electron cascade on the anode can be de- 
temined from the voltage ratios at the four signal lines. Related axe the Position Sensitive 
Anode (PSA) devices, which use an anode surface with several interlocking areas (cf. Figure 
2.29) behind a MCP. Each primary photoelectron produces an unsharp electron beam reach- 
ing the anode. A measurement of the relative contributions of the charge avalanche to the 
different interlocking anode sections allows to determine the center of the unsharp impact 
region and thus of the position of the initial photoemission event on the cathode. The res- 
olution of a PSA device depends on the accuracy by which the ratios of the output charges 
recorded by the different anode sections can be determined electronically. 

2.3 High Energy Photon Detectors 

As noted already, the gas ionization devices described in Section 2.1 find their main appli- 
cation in the detection of X-ray photons. However, energetic photons can also be recorded 
by means of the the solid state detectors discussed in the preceeding section. Historically, 
photographic plates were the first detectors used for X-ray observations of cosmic sources. 
Photocathode devices (such as MCPs) are still used in X-ray astronomy, notably for high 
angular resolution imaging. More recently CCDs optimized for X-ray detection have been 
developed. As hv of X-ray photons is many times higher than the band gap energy of a semi- 
conductor (or insulator), the absorption of an X-ray photon in a solid results in high energies 
of the photoelectrons. Most of this excess energy is lost by exciting additional electrons into 
the conduction band. Hence, each absorbed high-energy photon results in a large number 
of conduction electrons, with a total charge about proportional to the initial photon energy. 
Thus, at high photon energies, photoconductors (like proportional counters) allow a reliable 
detection of practically every incident photon (RQE ~ 1), and provide information on the 
photon energies, i.e. the spectrum of the received radiation. The energy resolution increases 
with the photon energy and may exceed 10 2 for soft Gamma rays. An energy resolution of up 
to about 103 for X-rays can in principle be achieved by photon absorption in superconducting 
tunnel diodes (see Section 3.4 below) which may become available for future X-ray satellites. 

At energies ~ 20 keV Compton scattering (rather than photoeffect) becomes the domi- 
nant interaction between photons and electrons bound to light atoms. The energetic Compton 
electrons can again be detected by their production of conduction electrons in solids, using 
large-volume PIN diodes. 

However, most photon detectors based on Compton scattering make use of the scintil- 
lation effect in crystalline solids. The most commonly used scintillators are NaI and CsI 
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individual photoelectrons (indicated by broken-line circles) result in relative contributions to the three anode 
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Fig. 2.30. Schematic arrangement of a Compton telescope 

crystals doped with T1 or Na impuri t ies .  The valence-conduction band gaps of these mate- 
rials are very large. Hence, a thermal  exci tat ion of conduction electrons is to ta l ly  negligible. 
However, energetic (~ompton (or photo) electrons can easily lift valence electrons into the 
conduction band.  The impuri t ies  ment ioned above (T1 in NaI and CsI or Na in CsI) re- 
sult in impur i ty  bands which are only a few eV below the conduction bands.  Hence, the 
de-exci ta t lon of conduct ion band electrons into the impur i ty  band results in the emission of 
visual photons,  for which the scinti l lator  mater ia ls  are t ransparent  and which are detectable  
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using optical detectors such as PMTs. The light flashes produced in this way by energetic 
photons again are approximately proportional to the initial photon energies ( E / A E  ~ 20). 
Because of the absence of thermal excitation effects scintillation devices are well suited for 
the detection of low photon rates. On the other hand, scintillators are also sensitive to en- 
ergetic charged particles originating from the cosmic radiation or from radioactive decays. 
To eliminate these spurious signals, scintillation photon detectors are "actively shielded" by 
enclosing the whole detector in thin organic plastic scintillators which are highly sensitive 
to energetic particles but interact only weakly with photons. The photon detectors are then 
operated in anticoincidence with the shield scintillators. 

Compton detectors allow to derive directional information without optical components. 
The principle of such "Compton telescopes" is outlined in Figure 2.30. Basically a Compton 
telescope consists of two arrays ($1 and $2) of scintillation detetectors separated by (typically) 
a few meters. If a photon of initial energy E0 is scattered in a detector element of $1, it will 
change its direction by an angle 0. Furthermore, after the scattering it will have a lower 
energy E1 .The difference Eel = E0 - E1 is deposited in the scintillator element. From the 
laws of energy and momentum conservation we obtain for these quantities the well known 
relation 

cos 0 = 1 + mec~(Eo 1 - E~ -1) (2.2) 

If the scattered photon is completely absorbed in the second detector element $2 ,i.e. E2 -- 0 
and Eo = Eel + Ee2, we have 

cos0 = 1 + mec2[(Eel + Be2) -1 - E~ 1] (2.3) 

Hence, as Eel and Ee2 are measurable quantities, the angle 0 can be determined. 
For hv > mec 2 = 1.02 MeV (i.e. for Gamma-rays) electron-positron pair production 

becomes the most important photon interaction process. Again the resulting electrons can 
be recorded in semiconductor diodes or scintillation detectors. However, with increasing en- 
ergies the mean free path of the photons become larger, requiring very large dimensions of 
such detectors. Hence for hv ~ 107 eV spark chambers are more convenient devices. Like the 
corresponding devices used in high energy physics experiments, astronomical spark chambers 
consist of stacks of metal sheets which are immersed in a gas (usually Ne or Xe). The inter- 
action of the incident Gamma-rays with the heavy atomic nuclei of the metal sheets results 
in energetic e - e  + pairs which ionize gas atoms along their path through the chamber. These 
ionization trails are made visible by applying a high voltage pulse to the metal electrodes 
which results in sparks along the trails. The length and orientation of the trails give the 
photon energy and the direction of the incident radiation. Furthermore, the plane defined by 
a trail pair provides information on the polarization of the radiation. 

For hv ~ 101° eV reasonable photon rates can be achieved ollly with very large collecting 
areas (cf. Section 1), and energy measurements require very large detector volumes. A 
solution to these problems is the use of the earth atmosphere as the detetor medium. A GeV 
Gamma-ray photon interacting with an atmospheric atomic nucleus produces a very energetic 
e - e  + pair. Interactions of these particles with the atmospheric atomic nuclei result (by means 
of Bremsstrahlung) in new energetic Gamma photons and in additional pairs. Hence, each 
primary photon can produce a large cascade of secondary photons and light charged particles 
(Figure 2.31). At photon energies ~ 1014 eV these "extensive air showers" (EAS) penetrate 
deeply into the atmosphere and are detectable with groundbased particle detectors (at least 
at high altitude sites). Air showers produced by cosmic ray particles (rather than by Gamma 
photons) can be discriminated by the muon content of the secondary particle spectrum. The 
source direction can be determined by measuring the arrival time of the shower as a function of 
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Fig. 2.31. Principle of Gamma-ray airshower detectors 

the detector element position.The EAS arrays for Gamma-ray astronomy which are presently 
in use or under development have angular resolutions of about 2 ° and energy resolutions ~ 2. 

For hv ~ 1013 eV the air showers are absorbed already relatively high (> 10 km) in 
the atmosphere. However, it is still possible to measure such air showers by observing the 
(~erenkov radiation produced by the electrons and positrons moving faster than c/n (c being 
the vacuum velocity of light and n the atmospheric index of refraction). The "airshower 
(~erenkov telescopes" (ACT), operated according to this principle, consist of large low-quality 
optical light collectors (or arrays of such collectors) equipped with PMT tubes. In contrast to 
the EAS arrays, these light collectors have to be pointed towards the source position. Each 
VHE Gamma-photon results in a brief flash from the direction of the Gamma-ray source. By 
measuring the total amount of (~erenkov radiation and its angular distribution, the energy of 
the observed photon can be determined. However, normally only part of the radiation cone 
is recorded. Hence, ACTs usually provide only limited spectral information on the observed 
Gamma-rays. 

3 C o h e r e n t  D e t e c t o r s  

3.1  D e s i g n  P r i n c i p l e s  

As noted already, coherent detection is the most straightforward way of recording electro- 
magnetic radiation. However, with present technologies for hv ~ 1012 Hz coherent receivers 
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either cannot be realized or are less efficient than photon detectors. Hence, in astronomy 
the use of coherent detectors so far has been restricted to radio wavelengths and (for special 
applications) to the IR (~ ~ 10#m). 
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Fig. 8.1. Principle components of an astronomical receiver 

Figure 3.1 shows the principle arrangement of a coherent detector system. As a rule 
astronomical receivers are designed according to the superheterodyne principle, where the 
received signed is (sometimes after preamplification) mixed with the signal of a local oscillator 
(LO) to produce an intermediate frequency (IF) signal. This IF signal is amplified, filtered, 
converted to a DC or low frequency current and then digitized and recorded by a data 
acquisition computer. Usually rectifiers generating a square of the IF signal ("square-law 
detectors") are used, as their output is directly proportional to the oscillation power (the 
square of the oscillation amplitude). 

For astronomical applications the superheterodyne principle has two important advan- 
tages. Firstly, the very high amplification factors (~ l0 s) required for the weak astronomical 
signals are difficult to achieve at a single frequency without feedback interferences. Secondly, 
the choice of a suitable LO allows the use of intermediate frequencies for which relatively 
inexpensive standard RF amplifiers and other commercial high frequency circuit components 
are available. 

The mixer in a heterodyne receiver can be any non-linear electronic component, i.e. a 
device where the relation between the output voltage VOUT and the input voltage VXN can 
be approximated by 

VovT = al VvN + a2V?N + a3 V~N + ... (3.1) 
If VXN = V1 + V2 is the sum of two harmonic contributions 

V1 = Vs sin(wst + Cs) 

and 
V~ = VLO sin(wLot + CLO ) 

the evaluation of Equ. (3.1) shows that VOUT contains (among other components) terms 
proportional to 

V~VLo sin[(~s + ','LO )t + ¢] 

and 
VsVLo s in[ ( ,os  - ~Lo )t + ¢] 

i.e. signal components oscillating with the sum frequency us + uLO and the difference fre- 
quency vs - ULO. One of these two frequencies is selected for (IF) amplification. However, 
each IF value corresponds to two different signal frequencies. If e.g. us + t~LO is chosen 
for amplification, the signal frequency Y M  : 12S -~ 2t'LO iS amplified, too, as its difference 



334 

frequency results in the same IF frequency value, ff the combined power of both us and 
r, M are recorded, a receiver is called a "double-sideband" device. In the case of spectral 
line observations the mirror frequency normally contains no (or unwanted) information and 
therefore is suppressed by prefiltering. In this case we have a "single-sideband receiver" 

Feed 

\ oe- 

Reference Switch and 
source demod, dr iver  

Fig. 3.2. Principle arrangement of a Dicke receiver 

The high amplification factors of astronomical receivers often result in variations and 
drifts of the amplifier properties. In the presence of a strong background against which the 
signal has to be measured, amplifier variations directly limit the receiver sensitivity.Therefore, 
methods have been developed to eliminate the amplifier fluctuations from the output signal. 
As demonstrated first by the American astrophysicist R.H. Dicke, this can be accomplished by 
switching the receiver input (electronically) between the antenna and a reference source with 
a constant ouput, and measuring the difference signal by means of a synchronous demodulator 
(Figure 3.2). Suitable reference sources are low temperature blackbodies or temperarature- 
controlled Ohmic resistors which (due to thermal current fluctuations) emit an AC power 
which depends only on their temperature. 

A disadvantage of the Dicke scheme is that half of the observing time is lost to the 
integrations on the reference source. This drawback is avoided in correlation receivers which 
observe the astronomical source and the reference source simultaneously. The two signals are 
mixed in two parallel channels using different phase shifts. An amplifier-drift free signal is 
then derived by correlating the output of the two receiver channels. Correlation techniques 
compensating instrumental variations are also used in receivers specialized for polarization 
measurements. For this purpose the signals of two antenna feeds which are sensitive to 
different Stokes parameters are correlated. Some other application of correlating receivers 
are described in the contribution of D.Downes to this volume. 

3.2 Low Noise  Ampl i f iers  

As indicated in Figure 3.1, (except at very high frequencies) astronomical receiver systems 
usually are equipped with preamplifiers which are placed as close as possible to the antenna 
feed. The task of the preamplifiers is to increase the signal level to a value well above the 
noise contributions of the various following receiver components. In this case, the noise pro- 
duced by the preamplifier determines the noise performance and sensitivity of the receiver. 
Hence, a low noise level is essential for a preamplifier. Noise powers (expressed as noise tem- 
peratures, eft. Section 1.2) achievable with different types of low-noise amplifiers at different 
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frequencies are given in Figure 3.3. Also included in this figure are (very schematically) wr-  
ious background contributions (cosmic microwave background, radioemission of our galaxy, 
atmospheric background). 
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Fig. 3.3. Comparison of the minimum noise powers of different amplifier types 

As shown by Figure 3.3, for u ~ 1 GHz the sensitivity of radio observations is normally 
limited by the galactic background. Hence, at such low frequencies ordinary (bipolar) tran- 
sistor amplifiers are adequate. More demanding is the frequency range 1 - 10 GHz where the 
sensitivity is limited mainly by the cosmic microwave background. At present three different 
types of preamplifiers, namely cooled (to ~ 20 K) field effect transistors (FET), parametric 
amplifiers, and masers, are used in this wavelength range. Their operating principles are 
described below. Parametric amplifiers and masers are also quite efficient in the adjacent 10 
to 100 GHz region. Above 100 GHz (with present technologies) a better S/N can be achieved 
by feeding the antenna signal directly into a low-noise mixer. 

3.2.1 F E T  T r a n s i s t o r s  

Field effect transistors are among the most common components of modern electronic circuits. 
In astronomical receivers usually the "metal-semiconductor" (MESFET) variety of the FETs 
is chosen. Its principle is outlined by Figure 3.4. On a thin (~ 1#) conduction layer consisting 
of a doped semiconductor, three metal electrodes (source, gate, and drain) are deposited. By 
differential doping the source and drain metal-semiconductor interfaces are designed to have 
Ohmic properties. The gate-semiconductor interface forms a Schottky junction (cf. Figure 
2.10). The extent of the associated depletion zone depends on the gate voltage. An increase 
of the depletion zone decreases the effective cross section of the conduction layer. Hence, by 
modifying the gate voltage it is possible to control the source-drain current. Consequently, a 
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signal voltage at the gate results in an amplified voltage at the load resistor in the source-drain 
circuit. 
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F i g .  3 . 4 .  P r i n c i p l e  s t r u c t u r e  of a M E S F E T  

For the amplification of signals in the GHz range an FET must have a low capacitance 
(to avoid shortening of the high frequency) and a fast response time. Therefore, for such 
high frequency applications semiconductors with a high carrier mobility (such as GaAs, cf. 
Figure 3.9) and small gate dimensions (down to 0.2#) are used. Maximum amplification 
values are ~ 10, maximum frequencies at present about 40 GHz. Special attention requires 
the impedance matching of the tiny FETs to standard waveguides. Compared to other 
amplifier types, FET transistors have the advantage of a broad bandwidth, good stability 
and reliability, and tittle operational constraints. 

3.2.2 P a r a m e t r i c  Ampli f iers  

Parametric amplifiers use electronic circuit components with voltage dependent parameters. 
The most common devices of this type are voltage dependent capacitors (called "varactors"). 
The principle of signal amplification by means of a variable capacitor is readily understood 
from the following experiment. In an oscillator circuit consisting of a capacitor and an induc- 
tion coil connected in parallel (Figure 3.5), the oscillator energy is alternating periodically 
between the capacitor and the induction coil, resulting in a sinosoidal change of the voltage 
V at the capacitor. 

I L I --T-- 
F i g .  8 . 5 .  A m p l i f i c a t i o n  by  m e a n s  of a v a r i a b l e  c a p a c i t o r  

If the capacitance C is decreased at the phase when IV[ has a maximum, the voltage 
(and thus the electromagnetic energy) is increased, as the charge (which is given by Q = CV) 
remains constant. (If the capacitance decrease is accomplished by increasing the gap of a plate 
capacitor, the energy increase occurs at the expense of the mechanical work required for 
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widening the gap). If the capacitor is returned to its original capacitance at the phase when 
the capacitor voltage passes through zero, the oscillation energy is not affected. Hence, with 
a properly timed change of the capacitance energy is fed into the electromagnetic oscillation. 
On the other hand, with a different timing, energy can also be extracted from an oscillation. 
Hence, in more general terms, a varactor can be used to exchange energy between oscillating 
signals. 

Suitable variable capacitors are p-n or Schottky diodes (cf. Section 2.2.2). The capaci- 
tance of such diodes is determined by the width of the junction depletion zone. As noted in 
Section 2.2.2 the depletion zone width varies (nonlinearly) if a voltage is applied to the diode. 
The schematic circuit diagram of a varactor amplifier is given in Figure 3.6. The input signal 
and the signal from a local ("pump")  oscillator are mixed by means of a varactor. Because 
of the nonlinearity of the varactor the mixing results in sum, difference, and overtone fre- 
quencies of the signal and the pump frequencies t~, and up. A detailed discussion shows that 
the values of the power Pm,~ flowing into the varactor at the frequencies -F(mt~, + n%) are 
related to one another by the Manley-Rowe relations 

and 

~ mP,,~,~ - 0 (3.2) 
m = - ~  n=O m ~ s  "Jr- n tJp  

~ nPm,~ - 0 (3.3) 
m = 0  n = - o o  m t " s  "q'- nt, ,p 

Using resonance techniques (e.g. by placing the varactor diode in a suitable cavity) it is 
possible to insure that only a few of the many possible frequencies are actually present at the 
diode, while all unwanted frequencies are suppressed. 
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In order to achieve amplification, in addition to u, and up at least one further frequency 
must be present. In most varactor amplifiers the difference frequency r'D = Up -- u, is chosen 
as the third frequency. In this case the Manley-Rowe relations simplify to 

P" - Pp + -- 0 (3 .4)  
us UD up uD 

As shown by this equation, Pp and PD must have different signs, while P, and Po  have the 
same sign. Hence, if power is transferred to the varactor at the pump frequency, this power 
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can be withdrawn at the signal and at the difference frequency. If no power is withdrawn at 
the difference frequency, the signal itself is amplified while the difference frequency (in this 
case called "idler frequency") only acts as a temporary energy storage. 
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Fig. 3.I'. Schematic layout of a parametric amplifier 

The detailed theory of parametric amplifiers is rather complex, as many different oper- 
ational modes and variants are possible. A possible technical realization of a PA is outlined 
(very schematically) in Figure 3.7. The signal and pump frequencies are combined at the 
varactor diode inside a resonance cavity. The same waveguide is used for the input and 
for the amplified signal. To separate these two signals the input waveguide is connected to 
a drculator (which sorts the two signals according to their propagation direction). With 
suitable pump oscillators parametric amplifiers can reach amplification factors up to about 
102 in a single stage. Maximum bandwidths reach about 10 percent. The minimum noise 
temperatures of cooled parametric amplifiers are of the order 15 K. 

3.2.3 M A S E R s  

In a system of two atomic energy levels E2 and E3 with E3 > E2 and with radiative transitions 
between these levels (Figure 3.8) the radiation power absorbed at the frequency v32 = v23 = 
(E3 - E2)/h is given by 

P2~ = hv2~(,~2 - , ~ ) w 2 ~  (3.5)  

where W23 is the corresponding transition probability and the ni are the level populations. 
Obviously, for n3 < n2 radiation passing through the medium is absorbed, while for n3 > 
n2 the radiation is amplified. In thermal equilibrium the ni are given by the Boltzmann 
distribution 

n/ ~ exp - (EdkT ) 
resulting in ns < n2. Hence, to achieve amplification the thermal equlibrium must be replaced 
by a population inversion. In a modern MASER (= Microwave Amplification by Stimulated 
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Emission of Radiation) amplifier the population inversion is generated by exposing the system 
to a strong ("pump")  radiation field at a third frequency u13 involving a third level, as outlined 
in Figure 3.8. The absorption of the pump radiation results in an increase of n3 and a decrease 
of nl .  If the temperature of the maser material is kept at a value of the order AE/k ,  a rapid 
thermal readjustment of the level population can be prevented. Therefore, depending on 
the relative strength of the spontaneous transitions for v32 and v21 either n3/n~ or n2/nl 
will become greater than unity, resulting in maser amplification of incident radiation at the 
corresponding frequency. 

E3 - - T  
V13 

E2 
V32 

E1 
Fig. 3.8. Schematic energy diagram of a 3-level maser 

The first masers used two-level transitions in gas molecules or atoms. Hydrogen masers 
are still used as high accuracy frequency standards in radio astronomy. In amplifiers normally 
solid state masers (with three or more levels) are chosen, as the higher atomic densities of 
solids allow higher ampli.fication factors. Most of these devices make use of atomic transitions 
in the Fe or Cr impurity atoms of doped A1203 (ruby) or TiO~ (rutil). Interactions with the 
lattice atoms result in a splitting of (twice) degenerate sharp energy levels of the impurity 
ions. The energy differences between these levels are in the range 10 - 100 GHz. A further 
splitting and thus additional energy levels can be produced by applying a strong (up to 
1 Tesla) magnetic field. By adjusting the field strength it is possible to modify the level 
splitting and hence to tune the maser to a desired frequency band. Using a nonhomogeneous 
field the intrinsically very small band width of a maser amplifier can be extended to about 
Av/v = 0.01. 

The geometrical arrangement of a maser amplifier usually is similar to that sketched 
in Figure 3.7 for a parametric amplifier, except that the maser material replaces the diode. 
Alternatively, a maser can also be placed directly into the waveguide carrying the signal from 
the antenna. In this ("travelling wave") case the forward direction of the signal has to be 
insured by means of ferromagnetic isolators. 

As spontaneous transitions are the only intrinsic noise source of the maser principle, 
maser amplifiers have low noise temperatures. A lower limit is given by the relation 

TN = I An° IT (3.6) 
An 

where T is the temperature of the material, An is the actual pupulation difference , and 
An0 is the thermal equilibrium population difference of the two energy levels involved in the 
maser transition. With W = 4 K (boiling He) and IAno/Anl ~ 0.4 values as low as TN = 
2 K can be reached. Typical noise temperatures of operational maser receivers are near 6 
K. Amplification factors may be as high as 103. In spite of these impressive performance 
parameters, maser amplifiers have gained only limited popularity in radio astronomy, as the 
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required low temperatures and high magnetic fields make maser amplifiers more complex and 
operationally more demanding than other types of amplifiers. Moreover, the relatively small 
band widths often are a disadvantage. 

3 .3  L o c a l  O s c i l l a t o r s  

At present, basically three different types of local oscillators are used for astronomical radio 
receivers. At low frequencies (u < 1 GHz) conventional LC or RC oscillators are adequate. At 
higher frequencies (up to about 150 GHz) Gunn diodes provide a simple and compact solution 
to the oscillator problem. The active zones of these diodes are thin (~ l#m)  low-conductivity 
GaAs (or GaP) layers. In vacuum and in most conducting materials (including the metals 
and the semiconductor silicon) the dectron drift velocities increase with the electric field 
strength. However, as shown in Figure 3.9, in GaAs the electron velocities decrease again 
if the field strength is increased beyond a certain critical value. This unexpected behaviour 
is a consequence of the interaction between the moving electrons and the lattice. If a G'unn 
diode is operated with the field strength (across the low-conductivity layer) exceeding that 
corresponding to the maximum of the mobility function in Figure 3.9, the current flow will 
be unstable, as any space charge will become amplified. Hence, the current will start to 
oscillate. The oscillation frequency is given by the ratio between the (voltage dependent) 
electron drift velocity and the thickness of the low-conductivity layer. As the drift velocity 
is tunable only within about a factor 2 (cf. Figure 3.9), the dimensions of the active zone 
determine the frequency range at which the diodes can be used. Higher frequencies obviously 
require thinner active layers. 
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Fig. 3 .9 .  E l ec t ron  dr i f t  ve loci t ies  as a func t ion  of the electr ic  field in s i l icon and  in G a A s  

At frequencies where Gunn diodes would require unpracticable dimensions (or if a higher 
output power than achieveable with a Gunn diode is needed), electron-beam oscillators are 
used. These devices are based on the periodic modulation of an electron beam by means 
of a delayed feedback. Best known example of this type of oscillators is the return-beam 
ldystron. Its operating principle is outlined in Figure 3.10. In these devices an electron 
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beam is modulated when passing a resonance cavity. By reflecting the modulated beam back 
towards the cavity using a mirror electrode, a feedback is produced, which energizes the 
oscillation. The oscillation frequency follows from the dectron travel times. A waveguide 
connected to the cavity is used to extract the oscillator power. 

RF 

Anode I Resonator 

 o, o°e I 

- ÷ ÷ -- 

F i g .  3 . 1 0 .  S c h e m a t i c  a r r a n g e m e n t  of  a r e t u r n - b e a m  k l y s t r o n  o s c i l l a t o r  

Klystrons operating according to this scheme are available for frequencies up to about 
250 GHz. Linear electron beam oscillators, where the delayed feedback originates from the 
velocity difference of the electron beam and the propagation speed of a guided wave, reach up 
to 1 THz. At even higher frequencies lasers are used, or the output signal of a conventional 
oscillator is converted to a higher frequency using a "frequency multiplier" (based on the 
generation of overtone frequencies in nonlinear mixers). 

3 .4  M i x e r s  

In principle any nonlinear circuit component can be used as a mixer in a superheterodyne 
receiver. Examples of such nonlinear components are the PN semiconductor diodes discussed 
obove. Even better suited are Schottky diodes as their strong deviation from a linear current- 
voltage relation results in a higher amplitude of the IF signal. This is particularly important 
at high frequencies where no good preamplifiers are available and where consequently the 
system noise level is directly determined by the noise performance of the mixer. 

In order to respond to high frequency radio signals a Schottky diode must have a low 
intrinsic capacitance, its dimensions must be small, and its conduction electrons must have 
a high mobility. Therefore, high frequency Schottky diodes consist of thin metallic wire tips 
("whiskers") in contact with tiny GaAs semiconductor crystals. Figure 3.11 shows an example 
of a Schottky mixer for 460 GHz developed at the MPIfR Bonn. The diode is situated in 
the center of a metal block (which has been opened to take the photograph). The drcular 
holes are screw holes for dosing the block. The signals from the telescope and from a local 
oscillator (which are combined linearly by means of a diplexer) enter the block along the 
tapered wave guide ("feed") from the right. The diode is placed at the end of the waveguide 
and the whisker is pressed against the small (100/~m) GaAs cube from below. The IF signal 
leaves the mixer along a standard 50 Ohm line at the top. Figure 3.12 shows an electron 
micrograph of the whisker, which consists of a chemically sharpened bronze wire. 

At present, Schottky diode mixers are operated at frequencies up to 2.5 THz. However, 
the delicate point contacts require considerable skill for manufacturing and operating high 
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Fig. 3.11. Example of a high frequency (460 GHz) Schottky mixer (Courtesy A. Schulz, MPIfR Bonn) 

Fig. 3.12. Example of a metal whisker used for point contacts in high frequency Schottky mixers (Courtesy 
A. Schulz, MPIR Bonn) 

frequency Schottky junctions. In the frequency range 100 - 700 GHz better stability and lower 
noise temperatures can be reached with SIS (=  Superconductor-Insulator-Superconductor)  
and SIN (= Superconductor-Insulator-Normal)  diode mixers. SIS diodes consist of two layers 
of superconducting material separated by a thin (10 - 20 A) insulating layer. To understand 
its operating principle, let us first recall a few basic properties of superconductors. In Section 
2.2 it was assumed that  in a metal cooled to T = 0 K all electron energy states below the Fermi 
energy are filled and all energy states above the Fermi energy axe empty. In superconducting 
metals this is not exactly true. In such materials, below the critical temperature a small 
fraction (~ 10 -6)  of the valence electrons combine to form Cooper pairs. In the absence of 
an electric field two electrons belonging to a Cooper pair have inverse momentum vectors 
and antiparallel spin. Hence, Cooper pairs behave like bosons. At T = 0 K, the Cooper 
pairs condense into a single energy state below the Fermi energy and above the energy states 
of the single electrons. Energy levels immediately above the Cooper pair groundstate axe 
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forbidden and form an energy gap symmetrical to the Fermi energy level (Figure 3.13). The 
resulting energy diagram resembles that of a semiconductor. But the energy difference of the 
gap (corresponding to the dissociation energy of the Cooper pairs, ~ 3 meV for conventional 
superconductors at T = 0) is much lower and comparable to the photon energies of (very) 
high frequency radio waves. 
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Fig. 3,13, The formation of a band gap in a superconducting metal 

The presence of a band gap in the energy level diagram of superconductors results in a 
highly nonlinear voltage-current characteristic of the SIS junctions. Within the framework 
of classical physics the current should be exactly zero, as electrons cannot penetrate the 
insulating layer. However, since the thicknes of the insulating layer is not large compared to 
the extent of the electron wave functions, quantum mechanics allows the electrons to "tunnel" 
through the insulator from one superconductor to the other one. 
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Fig. 3.14, Photoeffect and voltage-current characteristic of SIS junctions 

If a voltage V is applied to the SIS junction, at small values of V the tunnel current will 
be very low, as the energy states below the gap are occupied while the conduction levels above 
the gap are almost empty at superconducting temperatures. However, an outside voltage also 
results in a difference of the Fermi level in the two superconductors (Figure 3.14). At the 
voltage where the bottom of the gap in the first superconductor reaches the energy level 
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corresponding to the top of the gap in the second superconductor, electrons from the filled 
energy bands of the first superconductor start to tunnel into the empty allowed states of the 
second superconductor. Hence, at this voltage we experience a dramatic current increase. 
This effect results in the extremely nonlinear voltage-current characteristic of the SIS diodes 
(Figure 3.14c) and their suitability as mixer components. Furthermore, the absorption of 
microwave photons and the tunnelling of the photoelectrons, directly results in a photocurrent 
if the diode is exposed to radiation in the corresponding frequency range (Figure 3.14b). 
Hence, SIS junctions not only show a highly nonlinear voltage-current relation, but this 
function is directly influenced by incident microwave radiation. 

In an SIN junction one of the two superconducting layers of a SIS diode is replaced by 
a normal metallic conductor. Hence, a band gap is present only on one side of the insulator. 
Otherwise a SIN junction operates according to the same principle. As the concentration of 
thermally excitated conduction electrons is very small, superconducting tunnel diodes have 
excellent noise properties. In laboratory experiments with SIS junctions noise temperatures 
close to the photon-statistics limit have been reached. 

Junction 

Fig.  3 .15 .  Geometric structure of an SIS junction. Two thin layers ($1 and $2) of a superconductor metal 
are deposited on a substrate, forming a slight ( ~  1/t ~ ) overlap region. $1 and $2 are insulated by a very thin 
(~  10 ~)  oxide layer covering the surface of $1 

Besides the single electrons, whole Cooper pairs can tunnel through SIS or superconduct- 
ing point-contact junctions. The resulting complex voltage current behaviour is the basis of 
the Josephson effect mixers. However, although the Josephson effect has been known since 
many years, mixers based on this principle have been less successful than the single-electron 
tunnel effect SIS and SIN devices . Therefore, Josephson junction mixers will not be dis- 
cussed here. In SIS junctions Cooper-pair tunnelling ("Josephson currents") constitute an 
unwelcome noise source. SIN junctions are safe from Cooper-pair tunnelling effects. But 
their less nonlinear voltage-current characteristics result in a somewhat poorer intrinsic noise 
performance. 

Most superconducting tunnel-effect junctions are made of lead or niobium alloys which 
have realtively high critical temperatures. As insulators the natural oxydation layer forming 
on this metals in air can be used. To keep the capacitance small, geometrical arrangements 
resulting in junction surfaces of about lp  2 are chosen (Figure 3.15). Among the technical 
problems in designing SIS mixers is the need of matching waveguides for mm or longer 
wavelengths to such tiny devices. In praxis this can be achieved by depositing the junctions 
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on a mlcroantenna structure on the surface of a silicon semiconductor chip. In principle this 
technique also opens the possibility of producing "integrated arrays" of SIS junctions for 
imaging mm or sub-mm receiver systems. 

4 B o l o m e t e r s  

The principle arrangement of a bolometer is shown schematically in Figure 4.1. The main 
component is a temperature-sensitive resistor RT which is thermally connected with an ab- 
sorber and with a heat sink of constant temperature (normally realized by a boiling liquid). 
If the resistor material has suitable optical and geometrical properties, the resistor itself can 
be the absorber. If no radiation is received by the absorber, the temperature of the resistor 
is equal to that of the heat sink. The absorption of radiation leads to a temperature increase, 
and thus in a change of RT. This resistance variation is recorded by measuring the voltage 
change at the load resistor Rt~. 

Temperature sensitive resistor 
/ 

Signal 

Fig. 4.1. Schematic arrangement of a bolometer 

For a given radiation flux the strength of the signal depends on the slope of the R(T) 
relation of the resistor RT, on the initial heat content (i.e. the product of the heat capacity and 
the temperature) of the resistor-absorber combination, and on the heat conduction between 
the resistor and the heat sink. The detection of very weak radiation fluxes obviously requires 
a small resistor size, a low operating temperature and a low heat conduction to the sink . 
Hence, bolometers are operated in a vaccum cryostat at the temperature of boiling 4He (1.6 
- 4.2 K, depending on the pressure) or 8He (0.3 K). In most cases the small (£  mm-size) 
resistors are suspended by thin wires to keep the heat conductance small. On the other hand, 
in the presence of a strong radiation source (or background), a low thermal conductance 
may result in a saturation of the resistor or in a too slow response time of the bolometer. 
Therefore, the conductance has to be selected according to the particular application. 

In most astronomical bolometers the temperature sensitive resistor consists of Oa-doped 
germanium. At liquid helium temperatures the conduction in Ge(Ga) results from the thermal 
excitation of impurity band dectrons, which increases steeply with the temperature. 
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While the Ge(Ga) bolometer is based on the heating of the crystal lattice and the even- 
tual transfer of the heat to the impurity band electrons, in "hot electron bolometers" (HEB) 
the absorbed radiation energy is tranferred selectively to conduction electrons. A suitable 
material is pure InSb. InSb HEBs (and mixers based on this effect) are used at FIR and mm 
wavelengths. In these bolometers the incident radiation does not produce additional con- 
duction electrons. Instead, the (at liquid helium temperatures very few) existing conduction 
electrons are "heated" to higher energies, which changes their mobility and thus results in a 
change of the electrical conductance. As the energy exchange with the lattice is small, the 
energy input is largely restricted to the few conduction electrons. Hence, the HEBs have very 
low effective heat capacities and consequently short response times. This is the basis of their 
use as mixers in ram-wave receivers. 

As any kind of absorbed radiation leads to a heating of the absorber, the bolometer 
principle can be used at all wavelengths (from X-ray to radio radiation), and (at least poten- 
tially) also for the detection of non-electromagnetic radiation such as neutrinos or graviational 
waves. At X-ray energies bolometers again allow the detection and (very accurate) energy de- 
termination of single photons. However, because of the required low operating temperatures, 
bolometers are relatively inconvenient for astronomical X-ray satellites. At present, bolome- 
ters are most commonly used for FIR and high-frequency radio astronomy. Here bolometers 
constitute efficient broad-band detectors. For narrow-band applications bolometers usually 
perform poorly, as their intrinsic broad response bands result in correspondingly large noise 
mad instrumental background contributions. 

5 N e u t r i n o  D e t e c t o r s  

Some types of astronomical objects (such as supernovae and stars with very hot cores) radiate 
a major fraction of their luminosity in the form of neutrinos. As these particles interact only 
through weak-force processes, their absorption cross section with matter  is very low. Hence, 
neutrinos are particularly well suited for investigating the deep interior of stars and other 
dense astronomical objects. On the other hand, the low absorption cross section makes the 
detection of the weak neutrino fluxes from astronomical sources extremely difficult. In fact, 
so far reliable detections exist for two astronomical objects only. In the course of the past 
twenty years a total of several thousand neutrinos have been detected from the interior of 
our sun. Furthermore, in February 1987 at three different laboratories a total of about 24 
neutrinos from the supernova 1987a in the LMC could be recorded. 

At present, three different types of neutrino detection schemes are employed. All three 
methods are sensitive to electron neutrinos (or antineutrinos). The simplest process is the 
conversion of protons into neutrons by the capture of a (sufficiently energetic) antineutrino: 

-O-~ + p ---~ n + e + 

The reaction can be traced by means of the 0erenkov radiation emitted by the resulting 
relativistic positron. Hence, a neutrino detector based on this principle typically consists of 
a large volume of a transparent material with a high proton content, surrounded by arrays of 
light detectors. The largest existing detector of this type (the KAMIOKANDE detector in 
Japan) uses 6800 tons of very pure water. Other proton detectors use hydrocarbons (purified 
mineral oil). The existing proton neutrino detectors were initially designed .to observe spon- 
taneous proton decays. Their value for observing cosmic neutrinos was demonstrated by the 
simultaneous and clear detection of the SN1987a neutrino flux at three different geographic 
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sites. Like all astronomical neutrino detectors, proton detectors have to be operated ~ 1 km 
underground to avoid a too strong background of cosmic ray events. 

For the detection of the low-energy electron neutrinos from the solar hydrogen-burnlng 
core radiochemical detectors are used. Those are based on the neutrino-induced conversion 
of a neutron into a proton in an atomic nucleus. Suitable reactions are e.g. 

37 A t + e -  

c a  Ce + e -  

. 1 1 S i n  11s Sn + e- /Je ~49 ~'>50 

v~ +T3 Li ----~ Be + e- 

In all cases the reaction product is a radioactive isotope with a higher energy than the initial 
nucleus. As the energy difference must be supplied by the neutrino, each of these reactions 
has a characteristic cutoff energy. Historically, neutrino astronomy was initiated with the 
successful detection of solar neutrinos in a 37CI __,37 Ar detector constructed by R. Davis in 
1968. The neutrino absorption cross section of 377Cl is about 10 -46 m 2. Hence, for neutrinos 
the mean free path in pure 37C1 is just about one parsec. Using a well shielded tank with 
610 tons of liquid C2Cl4 (containing about 2 103° 37CI atoms), Davis was able to measure 
about 0.5 solar neutrinos per day. In order to determine the number of neutrino reactions 
in the C2C14 tank, the radioactive 37At atoms are flushed out by percolating helium gas 
through the tank. After separating the argon from the helium (using a filter), the number 
of radioactive Ar nuclei is measured by counting the characteristic Auger electrons resulting 
from the decay of the Beta-active (~- ~ 35 days) 37At. 

A disadvantage of C1Ar detectors is that its relatively high cutoff energy (0.814 MeV) 
allows to detect only about 20 percent of the solar neutrino flux. The GaGe reaction listed 
above has a cutoff energy of 0.233 MeV only, covering most of the solar neutrino energy 
spectrum. A neutrino detector system based on this reaction has been developed by the 
international GALLEX cooperation in the Gran Sasso Underground Laboratory in Italy. 
This system uses about 30 tons of gallium contained in about 100 tons of a GaCla solution. 
Again the characteristic Auger electrons of the decaying radioactive 71 Ge nuclei are used to 
trace the neutrino reactions. 

In addition to the relatively well developed neutrino detection techniques described 
above, various other methods have been suggested for future astronomical neutrino detec- 
tors. Among those are superconducting bolometers which make use of the slight temperature 
increase caused by the scattering of neutrinos at heavy atomic nuclei. In a superconductor 
operated close to its critical temperature, the very small temperature change can in principle 
be detected from the change of the magnetic properties. Probably the most ambitious of the 
present neutrino detection schemes is the "Deep Underwater Muon and Neutrino Detector" 
(DUMAND) project. It envisages a very large Cerenkov radiation detector array (of about 
103 PMTs) placed on a km-size section of the Pacific Ocean floor to detect energetic lep- 
tons resulting from neutrino reactions with the oxygen atoms of the seawater. If realized, 
the DUMAND project will be particularly useful for the detection of high-energy # and r 
neutrinos. 
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6 G r a v i t a t i o n a l  W a v e  D e t e c t o r s  

According to General Relativity, time variations of the geometric distribution of masses result 
in the emission of gravitational waves. Physically such waves constitute a variation of the 
space geometry propagating with the velocity of light. As the geometry can be characterized 
by the metric tensor gik which connects the space-time line element ds with the coordinate 
differentials dz i according to 

= Z as" (6.1) 
i,k 

the gravitational waves can be described as local variations of the components of glk. As 
the components of g~k also determine three-dimension~ distances between points at rest, a 
passing gravitational wave results in (differential) distance variations in planes parMlel to the 
wave fronts. 

In astrophysics ordered time variation of mass distributions result from orbital motions, 
pulsations, collapse and explosion, or rotation. According to Einstein's (GR) theory, waves are 
emitted if the variable object shows a changing quadrupole or higher momentum of its mass 
distribution. Furthermore, the radiation becomes significant only when the Schwarzschild 
radius of a system is not negligible compared to the system dimensions. Hence, gravitational 
wave detections of non-negligible intensity and a reasonable frequency of occurrence can be 
expected e.g. from very close or merging (galactic) binary systems and from supernova events 
in the Virgo duster of galaxies. Unfortunately, in terrestrial detection systems such sources 
are expected to result in relative distance variations of typically about 

A z / z  ~ 10 -21 (6.2) 

only. Higher amplitudes are to be expected for SN events in our own galaxy or in nearby 
extragalactic sytems. However, because of the small SN rates (~ 10 -2 per year in our galaxy) 
we may have to wait very long for such "nearby" SN events. 

So far two types of gravitational wave detetors have been developed. In 1969 J. Weber 
used massive (~1 ton), acoustically well insulated "aluminum cylinders of about 1 m length. 
If a gravitational wave hits such a "bar detector" the associated length change excites me- 
chanical resonance oscillations, which can be monitored by means of a transducer belt of 
piezo-electric crystals around the circumference of the cylinder. In this way Weber could 
reach a sensitivity to relative geometrical distance variations of Az /z  ~ 10 - i s  for oscillations 
at the resonance frequency (1.6 kHz) of his bars. (Note that for a 1-m bar this corresponds 
to measuring an absolute length variation of 10 -s  /~, i.e. a fraction of an atomic nuclear 
radius). With this system Weber observed pulses which he ascribed to gravitational waves 
from the galactic center. However, other observers, using more sensitive cooled bar detectors 
with more sophisticated transducer schemes (reaching Az /z  < 10 -17), could not confirm the 
occurrence of such (unexpectedly strong) gravitational wave signals. 

Because of unavoidable thermodynamic fluctuations and because of the serious mismatch 
of the propagation velocities of gravitational and acoustic waves, bar detectors are fundamen- 
tally inefficient. Therefore, during the past years, several groups developed gravitational wave 
detectors which rely on direct distance measurements using optical methods. A suitable ar- 
rangement, based on the Michelson interferometer principle, is outlined in Figure 6.1. A 
gravitational wave propagating perpendicularly to the plane defined by the two beams of 
the interferometer is expected to result in a differential geometrical distance change in the 
two branches. Obviously such a change will lead to a variation of the interference pattern 
on the optical detector D. This variation is recorded as the system's output signal. The 
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Fig. 6.1. Schematic arrangement of an interferometric graviational wave detector 

sensitivity can be increased by adding additional reflections (up to 40 can be achieved with 
present optical components) between the mirrors M1 and M3, and M2 and M4, respectively. 
Presently existing interferometric systems (with arm legths ~ 40 m) are still somewhat less 
sensitive than the best operational bar detectors. However, new interferometric gravitational 
wave detectors which presently are under development will have km-size interferometer arms. 
These systems are expected to reach sensitivities up to Ax/x = 10 -28. A comparison with 
Equ. (6.2) shows that with these detectors routine measurements of gravitational waves from 
astronomical objects should become possible. Such measurements will yield information on 
the geometrical structure of the sources that cannot be determined by any other astronomical 
observing technique. 
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Single-Dish Radio Telescopes 

Single-dish antennas are used to discover new spectral lines, to monitor time-variable 
objects, to study compact regions and to survey extended areas like the galactic plane or 
even the whole sky. Why are single dishes so useful~. Because their full collecting area 
and diffraction-limited beam are available straightaway, and not after a synthesis lasting 
hours to months. They can be more easily re-equipped and converted from one frequency 
to another, than multi-element arrays, for which new receivers and correIators may be 
very costly. Since single dishes use their full aperture, there is no missing flux or zero- 
spacing problem as with arrays. Because of their flexibility, and because they are elements 
of synthesis arrays and VLBI networks, it is useful to understand the basic parameters 
of single dish antennas. 

F i g .  1. The IRAM 30-m telescope on Pico Veleta. Photo by the author. 
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A t m o s p h e r i c  windows are l imi ted  by ionospher ic  e lec t rons  and  t ropospher i c  
H20 and 02. 

The domain of possible operation for ground-based radio telescopes extends from several 
MHz to 800 GHz. It is limited at low frequencies by the ionosphere and at high frequencies 
by the troposphere. The lower limit is due to the solar UV and X-rays creating a 
permanent, weakly ionized plasma around the earth, with plasma frequency, vp, and 
optical depth, ~-~, of: 

v v = 9 x/~¢ [Hz] (1) 
/ /  --2 / /  --2 

00 0 , = 000 0 [ 00 
where n~ is electron density [m-3], typically 1012 m -3. There is no propagation through 
the ionosphere below the plasma frequency, which is ~ 2 to 10 MHz, depending on 
day/night conditions. 

At higher frequencies, observations are limited by water vapour and oxygen lines in 
the troposphere, of which only the 22 GHz H20 line is partially transparent. Table 1 
gives values of atmospheric opacity, sky temperature and transmission for an excellent 
winter night on a mountain site, with a precipitable water vapour content of 1 mm, 
and an ambient temperature of-10°C. The values are taken from an atmospheric model 
(Cernicharo, 1988), and agree well with measurements on the site. 

Table 1. Atmospheric absorption at Pico Veleta, Spain (2850 m altitude, winter night, I mm H20). 

Freq. Zenith Sky. brightness Zenith 
v opacity temperature transmission 

GHz r~ at zenith (K) e - ~  

Remark 

22 0.02 5 0.98 
43 0.05 13 0.95 
60 21. 263 0.00 
90 0.05 13 0.95 

115 0.25 58 0.78 

118 2.6 243 0.07 
140 0.04 10 0.96 
183 2.2 234 0.11 
230 0.08 20 0.92 
325 2.1 231 0.12 

345 0.25 58 0.78 
420 0.57 114 0.57 
460 1.03 169 0.36 
553 254. 263 0.00 
690 1.5 204 0.22 

750 380. 263 0.00 
860 1.2 184 0.30 

H20 line 
8 mm window 
02 (25 lines, 53 to 66 GHz) 
3 mm window 
CO (1-0) line in space 

02 line 
2 mm window 
H20 line 
1 mm window 
H2 0 line 

870 #m window 
02 
650 #m window 
H20 
450 #m window 

H20 and 02 
350 #m window 
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The antenna beam pattern is the Fourier transform of  the illumination 
pattern. 

Single-dish radio telescopes are usually used in prime-focus, Cassegrain, Gregorian or 
Nasmyth configurations. The radiation is focused to a feed whose electric field response 
to different annuli of the aperture is described by a grading function (apodising function 
in optics). As a function of the x, y coordinates of the aperture plane, the grading can 
be regarded as specifying the current distribution over the aperture, or electric field 
illumination pattern. The far-field voltage polar diagram, V, is the Fourier transform of 
the grading function, g, of the aperture: 

v(l,m) 7{g(x,y)} (3) 
where 5c{*} is the two-dimensional Fourier transform operator, l, m = direction cosines 
relative to the x, y axes: (l = sin 8 sin ¢, re=sin 0 cos ¢, ~ = angle of incidence relative to 
the normal to the x, y plane, ¢ = azimuth from y axis). 

The power polar diagrazn, in the far field (the "beam pattern"), is proportional to 
the modulus squared of the voltage pattern: 

P(l,m) oc I V(l,m) 12 (4) 

From eq (3), and the autocorrelation theorem of Fourier transforms (e.g., Goodman 
1968), we have 

r+oo r+oo 
z(P(l,m)) = =_ ]_oo ]_oo 9*(x-u,y_v) x y =_ w(u.v) (5) 

where W(u, v) is the instrumental transfer function, namely, the autocorrelation function 
of the grading, g* is the complex conjugate of g, and the * symbol denotes autocorrelation, 
in two dimensions. Hence, the beam pattern, in the far field, is the Fourier transform of 
the transfer function. 

For a uniformly illuminated circular aperture, as in an optical telescope, P is the 
Airy pattern. Radio and optical telescope illuminations differ in two ways. Firstly, for 
the low focal ratios common to radio telescopes, the image structure differs significantly 
from the Airy pattern (see Minnet and Thomas 1968, for the actual pattern). Secondly, 
radio feeds are usually monomode scalar horns whose lowest waveguide mode has a nearly 
gaussian variation of electric field strength across the aperture. Given the impossibility 
of building a monomode feed which uniformly illuminates an aperture, cutting off to 
zero exactly at the edge, a uniform illumination is undesirable for ground-based radio 
telescopes because of the sidelobe levels and the spillover. For a feed in the prime focus, 
the spillover around the edges of the aperture would pick up the 300 K ground radiation. 
For a feed in the secondary focus, the spillover around the edges of the secondary mirror 
would look at the sky; this is the classic advantage of secondary focus configurations, 
as the sky is colder than the ground at most radio wavelengths. However, in both the 
prime focus and the secondary focus, the broader the gaussian grading, the more uniform 
the aperture illumination, but the lower the aperture efficiency, which falls to zero for 
an infinitely broad grading function. (For communications or space antennas, higher 
sidelobes or more spillover may be acceptable, and non-gaussian illumination may be 
obtained with shaped sub-reflectors or lenses). 
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Table 2 gives, for the example of a circular aperture, the beam pattern formulae 
for uniform and for tapered illuminations. In the usual radio astronomy practice, one 
accepts a main lobe broader than that of the Airy pattern, in return for low sidelobes 
and low spillover. Typically, the feed horn has a gaussian taper to -10 to -14 dB at the 
edge of the dish. The far-field beam pattern is then, to a good approximation, a gaussian 
with full width to half power of 

8b 1.2 (6) 

and a main-beam solid angle of 

~b ~ 1.133 Ob 2, (7a) 

where 8 b is in radians, Y2b in sterradians, A = wavelength, D = dish diameter. For 
comparison, Table 2 also lists the beam pattern formulae for a gentler gaussian taper 
than that used for single dishes. This taper, to -6 dB, is used occasionally to weight 
the data from different baselines in aperture synthesis. As the array grading is a purely 
mathematical weighting to reduce sidelobes of the synthesized beam, the spillover consid- 
erations for a single-dish aperture are no longer relevant, and one can obtain a narrower 
beamwidth than for an equivalent single dish with diameter equal to the maximum array 
spacing. 

As the Fourier transform of the truncated gaussian is not exactly gaussian, eq.(7a) 
gives the solid angle of an equivalent gaussian with the same halfwidth as the measured 
halfwidth. Usually eq.(7a) is good to 5 per cent. An even better approximation is the 
solid angle of an equivalent gaussian with the same full width to one-tenth-power, 8-10 dB, 
as the measured beam: 

~b ~ 0.3411 (~--10 dB) 2 (7b) 

Values obtained from eq.(7b) agree with those obtained from direct integration to better 
than one per cent (Goldsmith 1987). 

If the beam is convolved with a gaussian source of halfwidth 8s, the response pattern 
will also be gaussian, with halfwidth 8~ given by 

8~ 2 = es 2 + 0 b  2 (S) 

(in practice, this relation can be trusted only for 8~ > 8b/2). 
How does one do practical calculations of the power received by single-dish anten- 

nas, without knowing the details of the Fourier coverage, that is, the grading function, 
but nevertheless including the consequences of the aperture grading in global efficiency 
factors? 

Antenna temperature is the temperature of  an equivalent resistor; 
Brightness temperature is the temperature o f  an equivalent black body. 

The radio telescope can be thought of as a watt meter, to measure the power coming from 
the sky, or more properly, the power per unit area per unit frequency, or fluz density, 
S, in units of Janskys (1 Jy = 10 -26 W m -2 Hz-1). The antenna can be pointed 
toward a cosmic source and then away from it, the difference in the two outputs giving 
the contribution from the source alone, usually expressed in one of two ways. The first 
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method  is in terms of the antenna  temperature,  Ta, defined as the tempera ture  of an 
equivalent resistor which would give the same power, as measured at the final output  
terminals, as the celestial source. The  second method  is in terms of the brightness 
temperature,  Tb, defined as the Rayleigh-Jeans tempera ture  of an equivalent black body 
which would give the same power per unit area per unit frequency and per unit solid angle 
as the celestial source. Both  definitions yield convenient quantit ies which are linearly 
proport ional  to power. For this reason, antenna tempera ture  and brightness tempera ture  
are not defined through the Planck formula, but  only in the classical limit, even when 
hu > kT .  As such, they are purely fictitious temperatures ,  useful for describing the 
outputs .  In particular,  the antenna tempera ture  has nothing to do with the true physical 
t empera tu re  of the an tenna  itself, and the brightness tempera ture  may  also be a fictitious 
t empera ture  which might  vary with observing frequency, and be applied to objects like 
non-thermal  sources for which there may  be no unique physical temperature .  

The  relations among antenna  temperature ,  brightness t empera ture  and flux density 
are summarised for typical cases in Table 3. 

Table 3. Equations for antenna temperature and brightness temperature. 

Antenna  temperature ,  T" 
( tempera ture  of 
equivalent resistor) 

Brightness temperature ,  Tb 
( tempera ture  of 
equivalent black body)  

2k f T" dar 
in general: S -- 

A, f P d$2b 

point  source: S = A~ 

gaussians: S =  2kTar/~2 
A, O~ 

formulae: 

s = X ~  Tmbdnr=X~ Tbdns 

2k 
S = n-z Tmb S2b 

A" 

2k 
S = --:-xT~b 1.133t?r 2 

Ak 

S 3516 D -2 7" S A -2 Tmb 82 
Jy  cap m -2 K ~yy = 2"64cm-2 K arcmin 2 

(for gaussians) 

k = Boltzmann constant = 1.38 10 -23 J K -1, A -- wavelength, Ae ----- effective collecting area, 
D ---- dish diameter, eap -~ aperture efficiency (eq.(ll)), P ---- beam pattern (eq.(4)), 
Tb ---- brightness temperature, T m b  = main-beam brightness temperature, 
T~ ---- antenna temperature outside the atmosphere, Tla = Ta exp(ro secz), 
Ob ---- beamwidth (FWHP), Or = response width (beam convolved with source), 
~2b = main-beam solid angle; df2r, d~2b, d$2s =6 integrate over response, beam or source, respectively. 

Note tha t  antenna, tempera tures  are antenna-specific, and will vary from telescope 
to telescope. They  are usually easy to measure, and are useful for understanding the 
system performance. In contrast ,  brightness temperatures  are propert ies of the sources 
on the sky; provided the sources are resolved, different radio telescopes will measure the 
same value. The  brightness temperatures  are needed to do astrophysics. For example, in 
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the equation for radiative transfer in a homogeneous medium, the direct proportionality 
of brightness temperature to intensity allows us to write 

Tb : (T'~ - T~)  (1 - e -~" ) (9) 

where the primes indicate equivalent Rayleigh-Jeans temperatures. Conversion to true 
excitation or background temperatures, T~, or Tbg, is through the Planck formula, e.g.: 

T~x = (hz, /k)(exp(h~,/kTex) - 1) -1 (10) 

In eq.(9), the temperature is always the brightness temperature,  never the antenna tem- 
perature. 

The concepts of antenna and brightness temperatures allow us to calculate the power 
received by single dishes without knowing the details of the Fourier coverage of the 
aperture. The consequences of the grading are taken into account through global factors, 
the most important  being aperture efficiency and beam efficiency. 

The aperture ej~ciency, Cap, is defined as 

Cap - A~/A  (11) 

where A~ is the effective collecting area, and A is the geometric area of the antenna. 
The effective beam ej~ciency, Beff, is most simply defined 1 by 

Beff =- T'a/Tmb (12) 

where Ta I is the antenna temperature corrected for atmospheric extinction: Ta I = Ta e ~ • 

T h e  a p e r t u r e  e f f ic iency  m u s t  be  measured~  b u t  t h e  b e a m  ef f ic iency  m a y  be  
c a l c u l a t e d  f r o m  t h e  b e a m  p a t t e r n .  

From the definitions in eqs.(11, 12) and the relations in Table 3, we have 

A~2b 
Beff = eap /~2 (13) 

For a single dish of diameter D, A = 7rD2/4, so eq.(13) and eq.(7a) yield 

Bef[ = 0.8899 [6b/(~/D)] 2 cap (14a) 

where ~?b = beamwidth (FWHP) in radians. The relevant information about the aperture 
illumination is in the ratio of beamwidth to )~/D. Alternatively, if there are accurate 
measurements of the beamwidth to one-tenth-power, 0-10dB, then eqs.(7b) and (13) yield 

Beff -~ 0.2679 [0_10dB/(/~/D)] 2 Cap (14b) 

Since this formula approximates the integral over the beam to an accuracy of 1% (cf. 
Goldsmith 1987), we can thus calculate main-beam efficiency to the same precision as 
we can measure aperture efficiency. 

1 This  definition is easier to apply in practice than  tha t  in some other texts ,  where beam efficiency 
is given as ~b/~2a, the  ratio of beam solid angle to the integral over the entire an t enna  pat tern.  
See Appendix  1 for relations among quanti t ies  used here and those in some other references. 



360 

The aperture efficiency is usually measured via a celestial source of known flux 
density, whose antenna temperature is obtained by comparison with a noise standard, 
such as the difference between hot and cold loads. The beam efficiency is often estimated 
by observing a planet, whose true disk temperature is assumed, and whose angular 
diameter matches the beamwidth. The correction for the convolution of the beam with 
the planetary disk usuMly relies on an assumed gaussian beamshape, making this method 
mathematically equivalent to simply calculating the beam efficiency from a measurement 
of a point source in the first place, via eqs.(14a/b). As an illustrative example, Table 4 
gives some typical values for these efficiencies for the IRAM 30-m telescope. Note that 
the illumination by different receiver feeds gives beamwidths varying from 6b ~ 1.13 AID 
to 8b ~ 1.51A/D. 

T a b l e  4. Aperture and mMn-beam efflciencies of the IRAM 30-m telescope. 

freq. receiver wave- beam illum- ratio aperture beam S/Tmb 
g type length width ination effic, effic. 

8b D Beff Beg Jy /K  a) 
GHz A(mm) Ob A ear ear 

86 Schottky 3.49 27" 1.13 1.13 0.53 0.60 4.40 
90 SIS 3.33 26" 1.14 1.15 0.47 0.54 4.47 

106 Schottky 2.83 22" 1.13 1.14 0.50 0.57 4.44 
111 Schottky 2.70 21" 1.13 1.14 0.49 0.56 4.43 
140 SIS 2.14 17" 1.15 1.19 0.50 0.59 4.62 

230 Schottky 1.30 13.5" 1.51 2.03 0.27 0.55 7.87 
230 SIS 1.30 12.5" 1.39 1.74 0.27 0.47 6.74 
250 bolometer 1.20 11.0" 1.33 1.58 0.28 b) 0.44 b) 6.17 
265 SIS 1.13 10.8" 1.39 1.71 0.21 0.36 6.68 
345 Schottky 0.87 8.5" 1.42 1.80 0.10 c) 0.18 c) 6.98 

a)For equivalent point source, b) elevation 55 °, C)elevation 45 ° 

The equipment behind the antenna feed is usually a low-noise pre-amplifier, followed 
by a mixer. In millimeter astronomy, because of the absence of good amplifiers at the 
RF frequency, the signal from the sky is fed directly to the mixer. The output of the 
mixing of the RF frequency with a local oscillator signal passes through one or several 
IF amplifier stages, and is then fed to a backend detector, whose DC output goes to a 
computer. 

The noise of the radiometer is characterised by a receiver temperature, TI~, the 
temperature of an equivalent resistor with the same noise power, as given by the Nyquist 
formula, P = k T Ay. Normally, the receiver temperature consists o~ contributions from 
the mixer plus the IF stages, the latter being multiplied by the conversion loss, L, of the 
mixer, TR = TM + L TIE. 

The system temperature is the temperature of an equivalent resistor which would give 
the same noise power as the entire system, that is, the receiver, and the contributions 
received by the antenna from the sky and the ground: 

Tsys = TR -]- Tsky --[- Tground (15) 
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where 
Tsky = Feff Tamb(1 - e - "  ) (16) 

and 
Tground = (1 -- Feff) Tamb (17) 

where Tamb is the ambient temperature (assumed to be the same for the air and the 
ground, in this example), and Feff is the forward efficiency of the antenna. 

The r.m.s sensitivity, ATa, of the system is given by 

ATa = Tsys(Zlur) -°'5 (18) 

where Alu : bandwidth per observing channel, and T : integration time. This relation 
may be multiplied by an additional factor which depends on the observing mode; e.g., for 
on-off observations, with no digital clipping of the data, the right side of eq.(18) should 
be multiplied by x/2. 

I n  m i l l i m e t e r  a s t r o n o m y ,  t h e  sky  is u sed  as  a c a l i b r a t o r  source .  

Because the atmospheric extinction at millimeter wavelengths is significant (see Table 1), 
and varies with elevation, it is useful to take the sky itself as a calibrator source, as its 
signal also varies with elevation in the same way as the attenuation,  so such a calibration 
yields the source temperature outside the atmosphere. 

This calibration method, often called the chopper wheel method (Penzias and Bur- 
rus, 1973), defines the calibration signal to be the difference between an absorber at 
ambient temperature and the sky. 

The output  voltage from the ambient load is 

Yamb = G(Tamb + Tn) (19) 

and from the sky and cabin, from eqs. (16, 17), 

Ysky ---- V [reff Tsky -~- (1 -- Feff) Tgroand or cabin J- TR] (20a) 

Or, 
]/sky = G [Feff Tamb(1 -- e -r" ) ~- (1 -- Feff) Tamb + TR] (20b) 

where G is the varying gain factor to be calibrated out, Tamb = ambient temperature, 
TR = receiver temperature. 

The difference of these two outputs is the calibration voltage: 

aYcal  ~ Vamb -- YskyTcabin : G Feff Tamb e - r~ (21) 

The signal received from the radio source is 

nv ig = c e (22) 

Hence, solving for Ta I, 

AYsig Feff Tamb (23) T" - 

Here Ta ~ is the antenna temperature of the source outside the atmosphere, and 7-, : T0 
sec z; TO : zenith optical depth, z : zenith angle. 
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Or, defining T* _~ T~/Feff, we also have 

AV~is T~mb (24) 

This is the reason why the chopper-wheel method is so convenient; one needs only 
to multiply the source to calibration ratio by the ambient temperature to obtain T*, a 
temperature which is automatically corrected for atmospheric attenuation. Note that T* 
is a fictional temperature convenient for the chopper-wheel method, and not as useful 
for other methods of calibration. T* can be thought of as a "forward-beam brightness 
temperature". It is the brightness temperature of an equivalent source which fills the 
entire 2~r sterradians of the forward beam pattern. Appendix 2 gives the interrelations 
among the various temperature scales defined here, in the context of the chopper- wheel 
method. 

The equations presented here and in Appendix 2 are for the simplified case of single- 
sideband observing (image band suppressed) and Tat m ~ ~amb. In practice, the image 
sideband will have some gain factor gi relative to that of the signal sideband (g8 = 1), 
and the average atmospheric temperature, Tatm, will differ from the temperature of the 
chopper, here assumed to be at the ambient temperature, Tamb. In this case, T* = 
( A E i s /  A E a )  Teal, where 

T¢~1 = (T~mb -- Tatm)(1 -]-gi)e r" + Tatm(1 -Fgie ~ ' -n )  (25) 

where ~'s, Ti = atmospheric opacities in the signal and image bands (zenith opacities x 
air mass) - -  see also eq.(4) of Davis and Vanden Bout (1"973). 

Note also that although the chopper wheel method corrects for atmospheric atten- 
uation, it does not  correct antenna temperature for all telescope losses. In particular 
it does not correct for the very significant telescope losses due to surface irregularities. 
For the IRAM 30-m telescope at 230 GHz, for example, this is half the power! For this 
telescope, from the values in Table 4, we have, for a source of main-beam brightness 
temperature Tmb, 

Beff ~ 0.45 1 
power received o~ T* = Fefi lmb -- ~ Tmb = -~ Tmb at 230 GHz, 

whereas the power lost due to the forward scattering by the surface irregularities is 

power lost to scat ter ing c~ (Tmb -- T f )  (1 - Beff 1 Tmb = Tmb at 230 GHz. 

S u r f a c e  i r r e g u l a r i t i e s  s c a t t e r  p o w e r  i n t o  a n  e r r o r  b e a m .  

Reflector surface irregularities distort a plane wave into a wavefront with phase errors. A 
shallow paraboloid with average deviations Az, normal to its surface will give deviations 
2 Az to the wavefront after reflection, corresponding to phase changes of 

n ¢  = 4 ~ (nz /~ )  (26) 
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(For deep reflectors, Az is an effective reflector tolerance; for its relation to the actual 
physical deviation, see Ruze, 1966; for telescopes with f/D = 0.3, the deviations normal 
to the surface are ~ 1.2 Az, Greve and Hooghoudt, 1981). 

The electric fields of the waves arriving at the focus will then have a phase error factor 
e iA¢, which for small A¢ expands to I+ iA¢-{(A¢)  2. The main-lobe power pattern, Pm, 
will then be reduced relative to its error-free value, Po, by 

Pm = 1 + (A¢) 2 - (A¢ 2) (27a) 
Po 

If there are as many negative as positive irregularities, then by choosing a suitable aper- 
ture plane, one can always force (A¢) to be zero, so for Az < ~, 

P~ 
= 1 -- <A¢ 2) (27b) 

Po 

which is valid for A¢ << 1 radian (V/iis/il£ 1922). 2 Alternatively, expanding e iA¢ into co- 
sine and sine components and squaring, the power reduction in the direction of maximum 
response (main lobe) due to the irregularities is 

Pm __ cos2A¢ (27c) 
Po 

which is an excellent approximation for Az < )~/20 (see Krans 1986, Fig. 6-51; Chris- 
tianson and H5gbom 1985, Fig. 3.5). 

In general, if the errors are random, gaussian, and uniformly distributed over the 
aperture, and if they have correlation lengths, l~, satisfying ,~ << lc << D, then 

Pm = e_ZX¢2 = e_C4~a~/~)2 (28) 
Po 

where A¢ is the r.m.s, phase error and Az is the effective r.m.s surface tolerance. (Ruze, 
1952; see also Bates, 1958, and the review by Ruze, 1966, and references therein). 

For example, from the measured values of aperture efficiency for the IRAM 30-m 
telescope (Table 4), the r.m.s, phase error at 230 GHz due to surface irregularities is 
[-In(ca,(230 GHz)/ea,(90 GHz))] °5 = [-ln(0.27/0.50)] °'5 = 0.78 radians, corresponding 
to an effective surface error of 80 #m r.m.s. (After correetion for the under-illumination 
at 230 GHz, the value is 70 #m r.m.s.). 

Statistically, the power which is removed from the main lobe is scattered into an 
"error" beam of width 0e ~-- )~/Ic and relative power 

P~ /,~ 
- 1 - 1 - e  - A ¢ 2  ( 2 9 )  

t"o Po 

For large phase errors, the main lobe disappears, and the error pattern approaches 

P~(0) = [1--e--A¢']~¢2 exp[-- ~ " z z )  ] (30) 

2 This reference was brought to my attention by A. Greve. 
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(Scheffier 1962), where u = sin 8. The width of the error beam (FWHP) in this case is 
8e = 13.3 Az/lc, and is independent of wavelength, as expected from geometric optics. 
Alternatively, if one wishes to define an angle analogous to the seeing disk, where the 
phase error A¢ = 1 radian, then the beamwidth (FWHP) from eq.(30) is 

( n ¢  = 1) = 1.06 (31) 

In this sense, the correlation length, 4, is analogous to the Fried parameter, ro, in optical 
seeing, and the error beam is analogous to the seeing disk. 

The presence of an error pattern modifies the equations in Table 3, and Appendix 1 
and 2 as follows. For source sizes comparable with the size of the error beam, the beam 
efficiency, Beff, must be interpreted as a full-beam efficiency (main lobe plus error pat- 
tern), rather than as a main-beam efficiency, and be evaluated appropriately. Similarly, 
Tmb becomes a beam-averaged brightness temperature, where the average now extends 
over the error pattern as well. 

Rad io  " see ing"  effects are caused by var ia t ions  in the  " w e t "  c o m p o n e n t  of  
re f rac t iv i ty .  

The refractive effect of the neutral atmosphere in the range 0 - 30 GHz, away from 
resonances, is characterised by the refractivity, N, given by Smith and Weintraub (1953), 
a s :  

N = (n - 1)106 77.6 (p  4810 e) (32) 
- T-~tm + Tatm 

where T a t  m = temperature [K] of the atmosphere ~280 K, P = total atmospheric pres- 
sure, in millibars (1 atmosphere = 1013 rob), e = partial pressure of water vapour [mb] 
~10-30 mb at sea level, n = index of refraction. The first term is called the dry com- 
ponent of the refractivity, No, and the second term is called the wet part, Nw. The 
variation of ND is exponential, with a scale height of 8 kin, and can be predicted from 
the equation of hydrostatic equilibrium. For a typical value of ND ~280, the excess path 
length, relative to the path of the rays in free space is ALD = 106 f ND d~ _~ 225 cm. 

The variation of the wet part, Nw, is also roughly exponential, with a scale height 
of ,-~2 kin, but H20 is not well mixed. For a value of Nw -,d00, the excess path length 
due to the wet refractivity is ALw = 106 f Nw d£ ,,,20 cm. For comparison, the excess 
path length due to refraction in the ionosphere is AlL ~ 10 cm (u/10 GHz) -2, or only 0.1 
cm at a frequency of 100 GHz. 

Anomalous Refraction 
An atmospheric effect with stronger consequences for some mm telescopes and arrays 

than for cm telescopes, because of the smaller primary beams, is anomalous refraction. 
In these events, studied at 3 and 1.3 mm with the 30-m telescope on Pico Veleta and 
at 13 mm with the 100-m Effelsberg telescope (Altenhoff et al. 1987), radio sources 
appear to move away from their true positions on the sky by up to 40" for periods 
up to 30 sec of time. The effect is stronger in the afternoon, and weaker in winter on 
cold sites. Anomalous refraction is caused by variations in the "wet" component of the 
refractive index, which change the electrical path length by --~0.5 mm on baselines of 
30-100 m. The associated variations in the water vapour content are < 0.1 ram, so 
changes in atmospheric opacity or sky brightness are hardly noticeable. In mm and 



365 

sub-mm intefferometry, anomalous refraction will increase phase noise, broadening the 
synthesized beam, and will reduce fringe amplitude, as sources move out of the narrow 
primary beams. The electrical length changes seen with single dishes are consistent with 
the phase noise measurements made with intefferometers (Armstrong and Sramek, 1982, 
Bieging et al. 1984, Kasuga et al. 1986), namely, A1 _~ 10 -2 B °'s, where AI = variation 
in electrical length, in ram, and B = baseline, in meters. However, the single-dish data 
suggest that one is seeing individual packets of moist air, rather than integrating over 
many cells at varying distances from the telescope. 

Here we are concerned with variations, ANw,  in the wet part of the refractivity, 
arising from changes, Ae, in the partial pressure of water vapour. From eq.(32), we have 
A N w  ~ 5 Ae [mbar]. At a temperature Tatm of 280 K, a relative humidity of 50 per 
cent, the water vapour partial pressure is e = 4.5 mbar. A 20 per cent fluctuation in 
relative humidity thus corresponds to Ae ~ 1 mbar, and A N w  ~-, 5. Over a thickness 
AL of 100 m, the typical variation in electrical pathlength will be A£ ~ ANw~t. 10-°AL 

0.5 mm. 
As in the previous section on surface irregularities, the variation in electrical length 

across a single dish or an intefferometer corresponds to a change in phase of the wavefront, 
with A¢ = 27r(A£/A), where one cycle, A/D, of the Fourier component corresponding 
to the diameter, D, of the antenna (or separation of antennas, for an interferometer) is 
a phase change of 27r. Hence, the fluctuation in electrical path, A£, corresponds to an 
apparent position shift, AS, in the object being observed by A8 = (A¢/27r)(A/D) = 
A£/D. For D = 30 m, the expected position shifts are typically AO ~3"-  5", as observed. 

Single-dish imaging  in the  presence of  a tmospher i c  noise can be improved  
by b e a m  switching.  

We have seen in the previous discussion that the clear-sky anomalous refraction produces 
image motion, but the corresponding variation in the precipitable water vapour content 
is <0.1 ram, so there is a negligible effect on atmospheric opacity or sky brightness. With 
even stronger short-term variations in water vapour content, the sky brightness variations 
may exceed the system noise, strongly perturbing single-dish mapping programs. In this 
case, observations in the presence of atmospheric noise can be improved by using beam 
switching, with the beams having as small a separation as possible. For example, at a 
wavelength A = 2 cm, with a 100-m telescope, the half-power beamwidth is A/D ,~ 1 ". 
One might then consider beam switching over an angle of 8", which would correspond to 
a separation of ~ 7 m in packets of water vapour located at a distance of 3 km from the 
telescope. 

An important point is that the beams need not be well separated with respect to 
source structure. In the multi-beam data reduction technique developed by Emerson et 
al. (1979), a restoring function is defined, as follows: Let S be the source distribuion on 
the sky, and B the beam pattern, so that T = S * B is the true map, which would be 
obtained in the absence of atmospheric disturbances ( .  denotes convolution). If we now 
let C be the chopping, or beam switching, function, then the raw data is the observed 
map M, given by 

M = S . B *  C = T *  C (33) 

and 

= ( 3 4 )  



366 

where the ^ symbol denotes Fourier transform. Solving for the true map, 

T = = K .  (35) 

and hence, 
T = R * M (36) 

So the true map can be obtained by convolving the observed map with a restoring func- 
tion, R, whose Fourier transform is given by 1/C. By the sampling theorem, for mapping 
a region of size x, one need only sample the transform of the switching function C at 
intervals I/x, so in practice, the restoring function is a comb with only a few positive- 
and negative-going elements. For field sizes up to four times the beam separation, obser- 
vations with this beam-switching method should yield a better signal-to-noise ratio than 
Dicke switching against a load, even in the absence of atmospheric perturbations. The 
solution given by this method is unique, unlike the solutions given by algorithms like 
CLEAN. It applies to observing in which one can switch between beams faster than the 
atmospheric variations, and where the atmosphere, on short time scales, appears basi- 
cally the same at the different switch positions. As such this method may be particularly 
useful for observing in the millimeter, sub-millimeter and near-infrared ranges. 

Fig. 2. Antennas of the IRAM interferometer on Plateau de Bure. Photo A. Rambaud. 
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Radio interferometer arrays are used to achieve high angular resolution. As interferom- 
eters sample the Fourier components of the brightness distribution of radio sources, it 
is only necessary to sample well enough to synthesise an aperture much larger than any 
physical antenna structure than could be built in practice, and to reconstruct the image 
of the radio source as seen by the synthetic aperture. As interferometers not only have 
higher resolution than single dishes, but also perform a filtering of the spatial frequen- 
cies, they can eliminate confusing extended radiation from their maps and provide better 
position measurements for compact sources than can single dishes. With the application 
of atomic frequency standards and video recorders, interferometry became able to span 
continents and oceans, and Very Long Baseline Inter#rometry now provides the highest 
possible angular resolution available in all of astronomy. 

I n t e r f e r o m e t e r s  m e a s u r e  t h e  F o u r i e r  c o m p o n e n t s  o f  t h e  source  b r i g h t n e s s .  

The relation of the response, R, of a radio interferometer to the brightness distribution 
b(x, y) of a radio source in the sky may be derived from the Van Cittert-Zernicke theorem 
(see Clark, 1986, for a concise exposition). The result may be expressed as a two- 
dimensional Fourier transform, in rectangular coordinates, as: 

where 

(37) 

= f f R(S., (38) 
The function b(x, y) is the source brightness distribution, a real, non-negative function, 
and u, v and x, y axe baseline and sky coordinates respectively. 

In actual radio astronomy practice, the voltage outputs,  171 and V2 of a pair of 
antennas, are multiplied to obtain the cross-correlated power, as a function of time, T, 

l f f  
= v (t)v;(t - . ) d t  

As a one-dimensional example, 

R(T) = A exp [ i -~  -D- cos O(T)] 

= A e io(~) 

( 3 9 )  

where V1, V2 = outputs from antennas 1, 2, A = fringe amplitude, #(T) = fringe phase 
#(T) = - ~  cos 8(T), D = baseline, 8 = angle to the source measured from the baseline 
direction. The response R has maxima when #(T) = n27r. The spacing between maxima 
is the fringe angular spacing, or the resolution of the interferometer. This spacing is 

d# _ d r2~rD cos 8x 
) (40) dO dO 

_ - 2 7 r  D p  
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where Dp = D sin 0 is the projected baseline. The separation of fringes is a phase change 
of A# = 27r radians, or, an angular change of 

A 
A ~  = - -  

Dp 

In terms of eqs. (37) and (38), we can say that an interferometer operating at wavelength 
and projected baseline Dp measures the flux in the Fourier components of the source 

brightness, at spatial frequency Dp/),. 
If the response R is normalized, we have 

v(.,  v) = f f b(x, 
f b(x, y)dx dy 

where V is called the fringe visibility, with 0< I V I <1. 

(41) 

Fringe s topp ing  " t i l t s "  the  a r r a y  a n t e n n a s  to a plane p e r p e n d i c u l a r  to  the  
source.  

The normM radio astronomy practice is to lead the signals received at any pair of antennas 
in an array to two separate correlators. The branch to one of the correlators contains a 
delay of A/4 relative to the branch to the other correlator. This Ir/2 phase shift means 
that one branch corresponds to the sine component and the other branch to the cosine 
component of the interferometer response. In both the sine and cosine branches, time 
delays are inserted electronically to compensate for the 'changes in the excess path to 
one of the antetmas of an interferometer pair, due to the earth's rotation. The effect 
of this path compensation is equivalent to placing the individual antennas of an array 
on a giant, imaginary paraboloid, pointing at the position of the phase reference center. 
One may then think of the individual antennas as "panels" on this imaginary paraboloid. 
Alternatively, one may think of the delay lines as placing the array antennas on a plane 
perpendicular to the reference center in the sky, with equal-length cables thereafter to 
the correlators. In terms of eq. (39), where 

R(T) = Ae i~, and (42) 

2rD 
- cos 0 

A 

the delay lines artifically set # = 0 °, 0 = 0' - 00 = 90 °, cos 0 = 0, and tilt the imaginary 
giant "dish" to the position 00, where 80 is the position of the phase reference center on 
the sky. The modified fringe phase will then be zero for a source component at position 
00. 

Hence, in radio astronomy usage, the "phase" usually refers to the residual fringe 
phase after the fringes have been stopped, and zero phase corresponds to the position of 
the phase reference center. If a source component is located at a small angle a from the 
reference position, it will have a residual phase, ¢, given by 

2~r D 2~r D 
¢ -  A cos(~0+~)- 

2~rD 

- -  - -  s in  c~ (43) 
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The modulus of the response, JR[ = A = (R2o~ + R21n) 1/~, is the fringe amplitude, 
and ¢ = tan -1 (Imag R/Real R) = tan-l(R~iJRcos) is the residual "fringe phase" 
corresponding to position of the relevant source component. 

With this idea of fringe amplitude and phase, the source brightness distribution, 
from eq. (38) can be re-written as 

• D . $  D 
b(a, 6) = f A(D)e i~' exp[z2~r~ld(-~-- )  (44) 

where D/A is the baseline vector, in units of wavelengths, and S is a unit vector in the 
direction of the source. For example (in one dimension), if ¢ = 0, and if A = 1 Jy for all 
Fourier components (that is, at all baselines), then f e -i2~u° du = 6(0), that is, a 1-Jy 
point source located at the position of the phase reference center. 

Delay t r a c k i n g  m u s t  be  d o n e  to  a f r a c t i o n  o f  t h e  c o h e r e n c e  l e n g t h .  

For an interferometer with a bandwidth At,, the output, averaged over the frequency 
band, will be 

f "~ 2Try g 
R = V1V2 co8 dl] ( 4 5 )  

1 c 

where ~ is the path difference. The output R will go to zero when c/Av = ~, for a square 
filter response. This value of ~ --= c/Av --_-- £c is called the coherence length• One may 
also think of the situation as follows. Radiation of bandwidth Av from a point source 
in the sky will have a coherence time At = 1/Av. In this time, the wave will travel a 
distance £c =- c At. This is the length of the wave train, or the coherence length, and an 
interferometer pair can detect fringes as long as the cross correlation performed on the 
radiation arriving at the two antennas is done within the coherence length. 

By the same token, an interferometer of baseline D will be sensitive to signals ar- 
riving from an angular range in the sky, provided the path difference corresponding to 
the angular displacement is less than the coherence length. This angular range is ~.~/D, 
and is often referred to as the "delay beam"• Provided the delay beam is larger than the 
primary beams of the individual array antennas of size d, then sources within the field of 
view, A/d, of these antennas can be detected by the interferometer. Hence in planning 
observations, one usually tries to have synthesized beam < field of view < delay beam, 
o r  

A A ~c 
< < 

Table 5 gives some coherence lengths of the wave trains for bandwidths which might 
be considered for use in visible, infrared and radio intefferometry. The last column of 
Table 5 gives the steps of delay tracking required for high accuracy work, as in astrometry, 
or accurate stellar diameter measurements, namely, ~ gc/16. For lower-precision work, 
the ec/16 criterion can be relaxed, and fringes can still be detected as long as the delay 
tracking is accurate to within the coherence length, gc. 
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Tab le  5. Typical coherence lengths for visible, infrared and radio interferometry. 

Wavelength, A 

or 

frequency, v 

V i s ib l e  

5000 A 

I n f r a r e d  

5 pm 

I0 #m 

20 #m 

M i l l i m e t e r  

345GHz 

230 Gttz 

l l 5 G H z  

C e n t i m e t e r  

22 GtIz 

10.6 GHz 

5 GHz 

1.7 GIIz 

Band-  

width 

AA 

or i / j  

5A 
500 h 

0.005 ~m 
0.5 #m 

0.01 #m 
1 pm 

0.02 #m 
2 pm 

50 MHz 
1 MItz 

50 MHz 
1 MHz 

50 Mttz 
1 Mttz 

100 kIIz 

16 MHz 
2 Mttz 
10 kttz 

Resolution 
A u 

A:~ Au 

Delay beam 
synthesized beam 

1000 
10 

1000 
10 

1000 
10 

1000 
10 

Coherence 

length, ~ 

A 2 c 
A~ Au 

1 cm 

100 pm 

2 cm 

200 ~um 

6 m  

300 m 

6 m  

300 m 

6 m  

300 m 
3 km 

18 m 
150 m 
30 km 

Delay tracking 

(resolution needed 

for 1% precision in 

amplitude measurements) 

~¢ At  = , 1 
16 16Au 

30 #m 100 fsec 
0.3 pm 1 fsec 

300 pm 1 psec 
3 pm 10 fsec 

600 #m 2 psec 
6 ~um 20 fsec 

1.2 mm 4 psec 
12 #m 40 fsec 

37 cm 1 nsec 
19 m 60 nsec 

37 cm 1 nsec 
19 m 60 nsec 

37 cm 1 nsec 
19 m 60 nsec 

190 m 0.6 psec 

1 m 4 nsec 
9 m 30 nsec 
2 km 6 t~sec 

16 Mttz 
2 Mttz 

16 Mttz 
2 MtIz 

2 Mttz 
10 ktIz 

660 
5300 

310 
2500 

850 
1.7 105 

1 8 m  
150m 

1 8 m  
150m 

150m 
30 km 

l m 4 nsec 
9 m  30 nsec 

l m 4 nsec 
9 m  30 nsec 

9 m  30 nsec 
2 km 6 psec 

1400 
11000 

2.2 l0 s 

6900 
345000 

4600 
230000 

2300 
115000 
1.2 106 

5 i n i n  

50 #m 

500 #m 
5 ~m 
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Aperture synthesis 

Consider a giant single dish with panels at positions 1, 2, ... n. The voltages excited across 
the aperture of this dish are V1, V2, ...,Vn. The output detector power is (ZI~)2 = ZV 2 + 
ZVnVm cos(¢~ - era). Only the second term contains the high resolution information, 
through the cross products, which describe interference. Hence to synthesize a large 
aperture, we need only measure Vn VmCOS(¢n -- ¢m) at all points within the aperture and 
sum. For an array with a large number of antennas distributed over a aperture of size D, 
one may synthesise an image on short time scales ("snapshot" mode). For an array with 
few antennas, one may sample the interferometer output at a number of positions within 
an aperture of size D, by displacing the antennas to different stations along baselines of 
maximum length D, and by using the earth's rotation to change the orientation of the 
baselines, thereby sweeping out rings or tracks in the aperture to be sampled. A classic 
example of this technique, called earth rotation synthesis, or supersynthesis was the map 
of Cas A mm:le with the Cambridge One-Mile Telescope, with only three antennas, for 
which only one antenna was moved to different stations, and data were collected on only 
two baselines simultaneously. In some of the maps of Cas A, (e.g., that at 5 GHz by 
Rosenberg, 1970), the resulting image had about 10000 pixels and a resolution of 6 arc 
sec. Subsequent maps made at the VLA had many more pixels and higher resolution, but 
this example from the earlier days of aperture synthesis serves to remind us that extensive 
Fourier sampling, and hence, complex images, can also be made with interferometers with 
only a few elements. 

Derivation of Sensitivity for an Aperture Synthesis Telescope. 

The sensitivity of a radio synthesis array limited by system noise may be calculated as 
follows. The r.m.s, fluctuations in antenna temperature, AT,, are given by 

A T a -  fTsys (46) 

where Tsy~ = system temperature, t = integration time, A• = bandwidth, and f is a 
noise factor due to analog to digital conversion in the correlators. Table 6 gives examples 
of this factor for some radio interferometers. 

The r.m.s, fluctuations in flux density, seen from a pair of antennas, will therefore 
be 

2k AT~ e"~ 
A S -  Ae v~ (47) 

where rv is the atmospheric opacity and A¢ = e~p 1rD2/4 is the effective collecting area of 
a single dish of diameter D and aperture efficiency, e~p. Hence for an array of n identical 
dishes, with N = n ( n - 1 ) / 2  baselines being observed simultaneously, the r.m.s, variation 
in flux density will be 

2k f Td'y~ (48) 
A S =  A~ x/2-KtAv 

where T~y s = Tsyse ~ . If the array synthesizes a beam of solid angle Oh, then the (syn- 
thesized) main-beam brightness temperature, Tb, of a point source will be defined by 
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Correlator Levels Degradation Noise 
bits factor 

Y 

Example 

1 2 64 % 1.57 

2 3 81% 1.23 

2 4 88 % 1.12 

3 8 94% 1.07 

4 16 98 % 1.02 

Cambridge 1/2-mile (line) 

VLA line and continuum 
IRAM and Berkeley line systems. 

VLBA 

Nobeyama spectral eorrelator 

IRAM array, continuum 

2k 
S - - ~  Tb ~2b (49) 

Hence, the r.m.s, variations in brightness temperature on aperture synthesis maps will 
be 

2 t 
A Tb = A f T•y, (50) 

A~ g2b ~/2 N t A u 

If the data from the array are weighted with a taper to -6 dB at the longest baseline 
length Lm~x, then the full width to half-power of the synthesized beam will be 

A 
= 0.7 Lm x (51) 

and if the synthesized beam is a circular gaussian, 

$2mb = 1.133 (0.7 A/Lm~x) 2 

For example, for a 2-bit, 3-level correlator, f = 1.23, so 

2.0 z'ys LL x 
ATb = (52) 

eav D 2 V/-N-tt A v 

Hence for the same integration time, dish size, and bandwidth, the noise, in brightness 
temperature, increases with the square of the maximum baseline of the array. If the 
data are also smoothed to keep the velocity resolution constant (e.g. in order to compare 
maps of spectral lines at different wavelengths), we then have 

A u [Hz] -- 106 A V [kin/s] (53) 
A[mm] 

s o  
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42 ~2.~ T' 
ATb = -- -sys (54) 

ear D 2 ~ ~ A V 

where A Tb, and T~ys are in K, D in m, 8b in arc sec, t in sec, A in mm, and A V in km/s. 
Therefore, if maps at different frequencies are made with the same angular resolution, 8b, 
and the same velocity resolution, AV, then the noise, in brightness temperature, improves 
by A2.5 as one goes to shorter wavelengths. 

Other factors limiting sensitivity. 

Often, however, the sensitivity will be limited not by system noise, but by the conse- 
quences of incomplete sampling in the Fourier transform plane, or u, v plane. Obvious 
contributers may be sidelobes (from the type of grading function used for the Fourier 
components), grating rings (from the Fourier response to a regular spacing of the antenna 
tracks), or aliasing (e.g., from interpolation of data onto a regular, rectangular grid, to 
allow use of a Fast Fourier Transform). 

One procedure to overcome defects introduced by undersampling the (u, v) plane is 
the CLEAN algorithm (HSgbom 1974), which has the following steps: 

1. Start with the raw data -= "dirty" map (in a, 5 plane). 
2. Go to highest peak on map, subtract from it the "dirty" beam 

(the uncorrected response of the array to a point source). Remember the intensity and 
the position. 

3. Go to the next highest peak on the new map, and subtract the dirty beam from 
this peak too. 

4. Iterate, as desired. 
5. When the noise level is reached, add back gaussians at the positions derived in 

the previous steps. 
The result is a "cleaned" map, consistent with the observed data. (But not neces- 

sarily the true distribution on the sky). 
The other popular algorithm for restoring data is the maximum entropy method, 

(MEM), in which the image brightness b(x, y) is subdivided into M pixels, having bright- 
ness bn. One then maximizes either the quantity Q = - Z  log bn, or Q = - Z b ~  log bn, 
where the sum is taken over the M pixels. Loosely speaking, CLEAN gives its best re- 
sults when the image consists of compact sources, while the MEM methods are superior 
when the image has extended components. 

Very Long Baseline Interferometry (VLBI). 

The quest for ever higher angular resolution led radio astronomers to develop VLBI. 
With connected element interferometers, such as, for example, the Cambridge 5-km 
telescope, operating at a wavelength, A, of 6 cm, and a maximum baseline, D, of 5 km, 
the resolution, A/D, is ,,~2". As many cosmic radio sources were still unresolved at arc 
second resolution, it became important to extend baselines as far as possible. In VLBI, 
the baselines are -~ 103 - 104 kin, too large for cable or waveguide connections among 
the antennas, so at each individual station one must have: 

1. Amplification, with preservation of phase; 
2. Mixing with a very stable oscillator, to video frequencies; 
3. Recording on video cassettes. 
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Days, weeks, or months  later, the video recordings can be brought  to a processing center 
and correlated. In order to preserve fringe phase, random jumps $~ in the frequencies of 
the local oscillators must  be < 1/27r cycles, or equivalently, the phase jumps must be _ 
1 radian, during the integration time, tint- This means: 

1 
~y tint < - -  

2~r 

and hence the relative frequency stability of the local oscillators must  be 

For example, for tint 
stabili ty is: 

~ '  1 

~,o 2~r~o tint 

-~ 102 sec and vo = 101° Hz, the requirement on frequency 

- -  < 2 10 -13 
Vo 

Such a stabili ty can be achieved with a hydrogen maser frequency standard,  which has 
~V/~o ,,~ 10 -14 over 100 sec, and drifts of < 1 psec/year.  An Allan-variance analysis of 
the stability of the hydrogen maser (Rogers and Moran 1981) shows that  the upper  limit 
in frequency to which this s tandard can be used for VLBI is about  1000 GHz. 

In order to process the VLBI da ta  on the astronomical sources, one must derive 
the coordinates of the baselines among the VLBI antennas. This baseline information 
is highly accurate,  and leads to impor tant  geodetic applications of VLBI, as well as the 
astronomical ones. For example, if the VLBI baselines can be derived to an accuracy of 
,-~30 cm, then observers can measure: 

- t ime (UT1) to 4-0.0002 sec, 
- variations in the rate of the earth 's  rotation, 
- polar motion to a precision of 30 cm. 

As such, VLBI holds great promise in applications to the measurement  of ear th  tides and 
continental  drift. 

The  phase variations in the VLBI data  are mainly due to the variations in the "wet" 
component  of the refractivity, whereas in optical interferometry, phase variations are 
due to the "dry" component.  Table 7 lists some typical phase errors in various types of 
interferometry,  over typical baselines. There is, of course, a large variation depending on 
weather  conditions. 

I n t e r f e r o m e t r l c  Imaging: t h e  C l o s u r e  P h a s e  is a p r o p e r t y  o f  t h e  s o u r c e .  

As is evident from Table 7, in bo th  VLBI and optical interferometry,  the wavefront phase 
is lost. However, if it is somehow possible to recover the Fourier phases of the source 
brightness distribution from the observations, then one can reconstruct  the image of the 
source. Coarsely expressed, one may say that  if fringes can be detected on a sufficiently 
large number  of baselines, then the Fourier phases of the source can be recovered, and 
one can reconstruct  images. 

To do so, one makes use of the closure phase, ~, which is the sum of the observed 
phases, ¢, around any closed triangle of interferometer  baselines (Jennison 1958): 

~123 = ¢23 + ¢12 + ¢31 



375 

T a b l e  7. Typical phase errors in various types of interferometry. 

Wavelength r.m.s, phase r.m.s, path Time 
range and errors errors scale 
baseline (degrees) (wavelengths) (sec) 

Remark 

Optical 104 
(100-m) 

mm VLBI 103 
(1000 km) 

mm Interferometer 
(300 m) 

em Interferometer 10 
(1-10 km) 

102 0.01 phase lost completely 

10 100 phase lost 

101-102 0.1-1 100 phase perturbed 

0.03 1000 phase retained 

The observed phases, ¢ij, o n  the different baselines contain the phases of the source 
Fourier components, ¢i j ,  and also error terms, ¢i, ¢j, introduced by errors at the in- 
dividual antennas and by the atmospheric variations at each antenna, as illustrated in 
Table 8. 

Table 8. Phase Closure 

Antenna Observed Source Antenna or 
pairs phase = phase -t- atmospheric errors 

2, 3 ¢23 = ¢23 + ¢2 - ¢3 
1, 2 ¢12 = ¢12 + ¢1 - ¢2 
3, 1 ¢31 = ¢31 + ¢3 - ¢1 

Sum =~123 = ¢23 + ¢12 + ¢31 = ¢23 + ¢12 + ¢31 

Hence, the closure phase, #, or the sum of observed phases around the triangle 
of baselines, is the sum of phases of the source Fourier components only. It is thus a 
property of the source, and the phase errors due to the atmosphere and the antennas 
cancel out. 

For n antennas, there may be n(n  - 1)/2 independent baselines, but only n - 1 
unknown phase errors. This means that most of the phase information can be recovered 
when many telescopes take part in an observation. The information contained in closure 
phases may be thought of as the fraction of closure phases relative to the number of 
antennas (the number of unknown phase errors), or, (n - 2)In ,  where n is the number 
of antennas in the array. Table 9 gives some examples of this fraction for a arrays with 
3, 4 and 27 antennas. The generalization of the phase closure method, to bi-spectrum 
analysis (Weigelt, this volume), allows us to regard the use of a 50 x 50 array camera on 
an optical telescope as an array of 2500 "antennas". Table 9 shows that arrays with a 
large number of antennas have nearly all the information needed. In fact, in such cases, it 
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may not even be necessary to calibrate all the baselines, as calibration of a single baseline 
may suffice to determine all the rest. 

Table  9. Information in Closure Phases. 

Number of Antennas Fraction of Phases 

3 33% 
4 50% 

27 (VLA) 92% 
2500 (,-~ 50 x 50 array, 1.5 m telescope) 100 % 

Given the possiblity to recover the phase in radio and optical interferometry, we 
should distinguish between the image processing procedures such as CLEAN or Maximum 
entropy, which compensate for gaps in the Fourier sampling, and procedures which use 
techniques of phase recovery. Table 10 lists some of the current procedures in these two 
categories. 

Table  10. Image processing procedures in radio interferometry. 

Pure "Restoration" (Deconvolution) Methods: 
(1) - -  CLEAN 
(2) - -  Maximum Entropy Method(s) (MEM) 

Compensate for poor sampling 
of the aperture, or u, v plane 

Phase Recovery Methods: 
(3) - -  Phase closure 
(4) - -  Hybrid mapping 
(5) - -  Self-calibration 
(6) - -  Global fringe fitting 

= (3) + (1) VLBI 
= (4) + solve for antenna gains VLA 
-- (3) (T, d¢/dt)  + (5) VLBI 

Hybrid mapping was one of the early methods of applying phase closure to VLBI data 
(Readhead et al. 1980), consisting of applying phase closure and interatively comparing 
with a source model, possibly aided by CLEAN, until the image converges. 

Self-calibration (VLA). 

One of the most often used phase-recovery and image-formation procedures, especially 
with VLA data, is self calibration (Schwab 1980, Cornwell and Wilkinson 1981; see also 
the review by Pearson and Readhead, 1984). 

As we have seen, an interferometer with delay lines may be regarded as a giant 
paraboloid with many "panels". Each "panel" or element in the array, may be considered 
as contributing a "surface irregularity", or antenna gain factor, gi, where gi = ai ei¢i. 
The amplitude of this gain factor may be, for example, ai = e -~" , the atmospheric 
attenuation at the i-th antenna, and the phase of this gain factor, ¢i = A¢i, the phase 
error caused by the atmosphere or by the instrumentation at the i-th antenna. 

The self-calibration routine involves a doubly-nested iterative loop, where an initial 
model, e.g., a point source, is Fourier transformed to the visibility plane. The observed 
visibilities are then used by the self-calibration procedure to update the model visibilities, 
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and the result is then Fourier transformed back to the image plane. In the image plane, 
the CLEAN (or MEM) algorithm is used to deconvolve the image and to derive a new 
"model" image. By successive iterations, one may solve for all of the antenna gains, using 
the phase closure information. 

Global fringe fitting is a procedure devised by Schwab and Cotton (1983) which 
applies the closure relations to the time delays, T, and fringe rates, d¢/dt, in VLBI data. 
The search for these quantities is done on all baselines simultaneously. A source model is 
used to predict delays and fringe rates, and the visibilities so obtained are used to make 
an image with self-calibration. As such, global fringe fitting is a triply-nested iterative 
loop: the fitting procedure, the self-calibration, and the restoring routine (CLEAN or 
MEM) within the self-calibration. 

S t ra t eg ies  for Four ie r  Coverage  

In the radio domain, where one usually operates in the "single speckle" mode, the loca- 
tions of array antennas have often been guided by the following considerations: 
1.) Are the phenomena occurring on short time scales, like solar bursts? If so, then 

good "snapshot" coverage is required, and many baselines must be available simul- 
taneously, to allow instantaneous imaging. 

2.) Are there many different scale sizes of sources to be observed, or one dominant 
one? If there is only one, as in solar research, then a ring-shaped array, such as the 
Culgoora radio heliograph, may be appropriate. If there are many different scales, 
then the configuration should be flexible, allowing expansion and contraction of the 
array, like the VLA. 

3.) Cost: If the configuration is to be flexible, can the array be designed to minimize 
the number of antenna stations, which are often expensive? Can the same stations 
be used in different configurations? 

4.) Is the priority on imaging quality or sensitivity? If the size of the instrument is 
smaller than the Fried parameter, and if sensitivity is critical, then it may be ad- 
vantageous to maximize the size of the individuM array antennas. If high-quality 
images are desired, and if the angular sizes of the objects to be studied are com- 
parable with or larger than the likely field of view of the array antennas, then it is 
more advantageous to maximize the number of array elements. 

5.) Topography: What is possible? Should one choose a site which is adequate for dense, 
two-dimensional coverage of baselines in an imaging array, or a site which allows the 
longest possible baseline? 

6.) Redundancy: Earlier treatments on array redundancy (Arsac 1955, Bracewell 1966, 
Moffet 1968) sought to obtain maximum resolution with the minimum number of 
redundant baselines. However, for arrays with a small number of antennas, it may 
be more advantageous to choose configurations which allow phases to be derived for 
all baselines, by use of the closure relations. In a new type of minimum-redundancy 
array consistent with phase closure (Morita and Ishiguro 1985), the baselines are 
redundant by a factor of 1.4. 

7.) Holes in the u, v coverage: For imaging purposes, the main strategy is to have a 
reasonably "even" coverage of the u, v plane. As the image is the Fourier transform of 
the visibility samples in the u, v plane, an infinity of possible visibility functions can 
be "hidden" in the unsampled regions of the u, v plane. The larger the "holes" in the 
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sampling, the greater the variety of possible images which can also be consistent with 
the observed data. One strategy to select the location of antennas to minimize the 
size of the "holes" in the Fourier coverage is described by Cornwell (1986, 1989). This 
method includes a "simulated annealing" Mgorithm (Kirkpatrick et al., 1983), which 
uses a thermodynamic analogy with a quantity corresponding to "temperature" and 
a function corresponding to "energy". The idea is to slowly lower the "temperature", 
so that the system has time to settle into its minimum "energy" configuration. The 
resulting antenna locations are regularly spaced, with symmetric patterns in the u, v 
plane, leading Cornwell to call them "crystalline arrays". 

Table 11. Strategies for Fourier coverage when ro < aperture size (after Roddier, 1987). 

Array type 

Phased array: 
(fringes over identical 
baselines add in phase) 

Coherent array: (bright sources) 
(fringes have random phases) 

Coherent array: (faint sources) 

Condition 

Bright reference source 
in the speckle 
isoplanatic patch 

partially redundant 
arrays; 
integration time o¢ 
number of baselines 

Input and output 
pupils must be 
fully redundant 

Strategy 

Configure to get 
best synthesized 
beamshape. 

Phase closure; 
output pupil 
non-redundant 

Phase is best 
recovered by 
triple correlation. 

Fourier Coverage Strategies for the Speckle Domain: Roddier (1987) has elaborated the 
best strategies when the Fried seeing parameter, to, is smaller than the size of the tele- 
scopes, as in the visible or infrared. Table 11 gives a summary of his ideas. Roddier 
distinguishes between phased arrays and coherent arrays. In phased arrays, fringes over 
identical baselines add in phase, yielding images with a "beam" given by the diffraction 
pattern of the aperture. Radio arrays are usuMly phased arrays. In optical (visible and 
infrared) interferometry, arrays can be phased if there is a bright reference source in the 
speckle isoplanatic patch. In coherent arrays, interference fringes are observed but their 
phases axe random, yielding a speckle pattern. For these interferometers, it may be of 
interest to consider moving the telescopes for some of the path compensation rather than 
relying entirely on delay lines. The Fourier coverage resulting from this type of strategy 
is explored by Vivekanand et al. (1988, 1989). 

Acknowledgements. I thank J. Cernicharo, A. Greve, S. Guilloteau, D. Morris, S. Rad- 
ford, C. Thum, and M. Vivekanand for helpful comments. 
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A p p e n d i x  1. Co r r e spondences  w i th  n o t a t i o n  elsewhere.  

The description of antenna efficiencies in the text follows the practice at the IRAM 30-m 
telescope, which simplifies the antenna parameters for observers to two quantities, the 
effective beam efficiency, Beff, and the forward efficiency, Feff. For readers wishing to 
relate the usage in this paper to that in more detailed analyses of antenna parameters, 
the following table gives correspondences among our notation and that of Kutner and 
Ulich (1981, Ap.J., 250, 341 ) and Kraus (1986, Radio Astronomy, 2nd ed.). 

Quantity 

forward efficiency Feff 

effective beam efficiency B~ff 

forward scattering &: Beff/Feff 
spillover efficiency 

Notation used in text 
Notation elsewhere: 
Kutner~ Ulich Kraus 

r/l 7?fss = T/s 

r}fss 

f~M 
~2A 

antenna temperature, 
outside the atmosphere 

Tat, corrected for rear 
spillover & scattering 
and resistive losses 

T" = B~T.,b = FoffT* ~tT* 

T* =- ( Beff / Feff ) Tmb 

TA e ~ 

true source Rayleigh- 
Jeans brightness 
temperature 

beam dilution factor 

Tb TR Tb, T, 

(0s/0r) 2 rlc ~s /~M 
(for gaussians) 

beam-averaged T,,b = (Fell~Bell) T* T~ = rlc Tn T] 
brightness temp. Tmb = (8s/Or) 2 Tb 

(for gaussians, and 88 < error beam) 

In the Kraus notation, ko = ohmic losses in the antenna = ~r in the K-U notation. 
In general, 0 < ko ~ 1, and for a well-designed antenna, ko ..~ 1. 

Note that in the Kutner and Ulich notation, rlfss is not a constant of the telescope, but 
a variable, which must be evaluated as a function of the diameter of the source to be 
observed. It is incorrect to take an Ufss evaluated on the moon, for example, to determine 
a T~ scale for observations of giant molecular clouds in galaxies. In general, if the sources 
are smaller than the error beam, one should use main-beam brightness temperature. In 
the K-U notation, this means choosing Uf~s = Bell~Fell, so that T~ = Tmb. 
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Pr inc ipa l  Symbols .  (Equation or Table numbers indicate location where first used). 

Ae effective collecting area Table 3 
b(x, y) brightness distribution of radio source eq.(37) 
B beam pattern eq.(33) 
Beff effective main-beam efficiency eq.(12) 

C, C chopping function and its transform eqs.(33, 34) 
D antenna diameter eq.(6) 
Dp projected baseline eq.(40) 
e partial pressure of water vapour eq.(32) 
Feff forward efficiency eq.(16) 
~-{e} Fourier transform operator eq.(3) 
g(x, y) aperture (current) grading function eq.(3) 
gi, gs relative gain in image and signal bands eq.(25) 
G gain factor eq.(19) 

k Boltzmann constant = 1.38 10 -23 J K -1 Table 3 
l, m direction cosines relative to x, y axes, eq.(3) 

coordinates in image plane 
lc correlation length eq.(28) 
~c coherence length eq.(45) ft. 
Lmax length of maximum baseline eq.(53) 
n number of antennas in an array eq.(48) 
ne electron density eq.(1) 

M, Ivl observed map and its transform eqs. (33, 34) 
N refractivity, eq. /~2 l 

number of baselines in an array eq. 
P pressure eq. (32) 
P(l, m) far-field power pattern eq.(4) 
Pm power in main lobe eq.(27) 
Po main-lobe power, without surface errors eq.(27) 
r radius in aperture (x,y) plane Table 2 
vo Fried parameter eq.(31)ff 

R, 1~ restoring function and its transform eqs.(35, 36) 
R aperture radius Table 2 
R(u, v) interferometer response eq.(37) 
S source distribution eq.(33) 

S source direction vector eq.(44) 
S flux density Table 3 

T, T true map and its transform eqs.(33, 34) 
Ta antenna temperature Table 3 

Ta I antenna temperature outside atmosphere Table 3 
T* forward beam brightness temperature eq.(24) 
Tam b ambient temperature (e.g., of receiver cabin) eq.(16) 
Tatm mean temperature of atmosphere eq. (19) 
Tb brightness temperature Table 3 
Tmb main-beam brightness temperature Table 3 
TR receiver temperature eq.(15) 
T~ beam-averaged brightness temperature Appendix 1 

Tsys system temperature eq.(15) 
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V(u,v) 
V(1,m) 
Yl, Y2 
W(u,v) 
~ , v  

x , y  

Z 

AT 
AVsig ,  AVeal  

Az 
At, 
3¢ 
~ap 

0 

Ob 
0 - 1 0 d B  

0~ 
0~ 
0~ 
V 

T 

T~ 

7"s, 7" i 

S2b 

S2~ 

fringe visibility eq. (41) 
voltage power pattern eq.(3) 
voltages from antenna 1, 2 eq.(39) 
instrumental transfer function eq.(5) 
coordinates in spatial frequency plane eq.(5) 
coordinates in aperture plane eq.(3) 
zenith angle Table 3 

r.m.s, temperature sensitivity eq.(18) 
response to signal, calibration eqs.(21, 22) 

effective r.m.s, surface tolerance eq.(26) 
bandwidth (per frequency channel) eq.(18) 
r.m.s, phase error eq.(26) 
aperture efficiency eq.(l l)  
general angle, radius in image (l, m) plane, Table 2 
angle of incidence to aperture (x, y) plane eq.(3) ft. 
beamwidth (full width to half power) eq.(6) 
full width to one-tenth power eq.(7b) 
width of error beam (FWttP) eq.(31) 
response width (beam * source) (FWttP) eq.(8) 
source width (FWttP) eq.(8) 
frequency eq.(1) 
integration time eq.(18) 
optical depth (opacity) eq.(2) 
atmospheric opacity in signal & image bands eq.(25) 
phase angle, 
azimuth from y-axis in aperture (x, y) plane eq.(3) ft. 
main-beam solid angle eq.(Ta,b) 
response pattern solid angle (beam* source) Table 3 
source solid angle Table 3 

Superscripts: 
* complex conjugate eq.(5) 

Symbols: 
* autocorrelation eq.(5) 
* convolution eq.(33) 

"is the Fourier transform of" Table 2 
Fourier transform of the function F eq.(34) 

Special Functions: 
circ uniform circular aperture function 
J1 Bessel function of first kind, order one 

Table 2 
Table 2 
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